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Editors’ Preface

Health psychology is still a relatively young discipline, but interest and activity in
the field are expanding rapidly, as indicated, for example, by the number of
specialist journals, master’s level courses, introductory texts and, indeed, hand-
books of health psychology. So why produce another handbook? Both Sage as pub-
lishers, and we as editors, felt that there was a pressing need for a higher-level text
providing comprehensive and in-depth treatment of the field and aimed at final
year undergraduate psychology students, master’s students, and specialist
researchers, teachers and practitioners in the field. The Sage Handbook of Health
Psychology therefore aims to provide a comprehensive, authoritative, detailed,
state-of the-art picture of health psychology at the beginning of the twenty-first
century. We wanted to do this in a single self-contained volume that would be
affordable to individuals rather than a multi-volume handbook aimed at the
library market. We were particularly keen to organize the Handbook on psycholog-
ical lines rather than by diseases and conditions. However, we struggled to find a
logical way of carving up the field. The nature of the subject matter is such that it
does not naturally fall into discrete subtopics: everything is related to everything
else. We devised a number of organizational schemes, but they all seemed unsatis-
factory and arbitrary. Then one of us (MJ) came up with the idea of basing the
Handbook on the British Psychological Society’s core curriculum or ‘knowledge
base’. Although no less arbitrary than other schemes, this had the advantage of
grounding the content and organization of the Handbook in the reality of how the
subject is taught.

The result is 14 substantial chapters by 31 contributors, amounting to over a quar-
ter of a million words. We did minimal content editing of the chapters, following
the principle that if you ask leading experts to write about their pet topics, they are
bound to produce something good, and we tolerated departures from the
recommended chapter length. We are delighted with the final product.

We would like to thank Naomi Meredith and Michael Carmichael of Sage for
their encouragement and patience, members of the International Editorial
Advisory Board for their advice and help, particularly in the early stages of the
project, the contributors for producing such fine chapters, and Karen Hinkins for
her painstaking work in editing the chapters for style and consistency.

Stephen Sutton, Andrew Baum, Marie Johnston
December 2003
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INTRODUCTION

Health psychology is a young discipline, and its
knowledge is growing rapidly. In the opening
chapter, we will examine the context and per-
spectives of this field by dividing the material
into five sections. In the following order, these
sections will:

1 discuss the concepts of health and illness
and how patterns of illness vary around the
world and across time

2 consider how people across history have
viewed the roles of the body and the mind in
the development of disease and some evidence
that psychosocial processes are involved

3 describe several areas of research and
application in health psychology, along
with a sampling of associated theories
and approaches used in the discipline

4 examine the relationships of health psy-
chology to other disciplines

5 discuss the impact of sociocultural, gender,
and developmental factors in health and
illness.

THE CHANGING FACE OF
HEALTH AND ILLNESS

People commonly think about health in terms
of an absence of (1) subjective symptoms of
disease or injury, such as pain or nausea, or
(2) objective signs that the body is not func-
tioning properly, such as measured high blood
pressure (Birren & Zarit, 1985; Thoresen,
1984). But illness and wellness are not entirely
separate concepts: they overlap, with increas-
ing degrees of wellness and of illness varying
along a continuum with a neutral status in the
middle. At the opposite ends are optimal well-
ness and death (Sarafino, 2002). Thus, the term
health refers to a range of positive states of
physical, mental, and social wellbeing – not
just the absence of injury or disease – charac-
terized by variations in healthful signs and
lifestyles. In states of illness or injury, destructive
processes produce characteristic signs, symp-
toms, or disabilities.

People in developed, industrialized nations
today live longer, on the average, than in the
past, and they suffer from a different pattern of

1
Context and Perspectives
in Health Psychology
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illnesses. For example, during the seventeenth,
eighteenth, and nineteenth centuries, people in
North America suffered and died mainly from
dietary and infectious diseases (Grob, 1983).
By the end of the nineteenth century, deaths
from infectious diseases had decreased sharply.
For instance, in a 25-year period around the
turn of the century in the United States, the
death rate from tuberculosis declined by about
60 per cent. Although medical advances were
responsible for some of these changes, the
decreases occurred long before the introduc-
tion of effective vaccines and medications
(Grob, 1983; Leventhal, Prohaska & Hirschman,
1985). The main cause of these changes was
probably preventive measures such as improved
personal hygiene, better nutrition, and public
health innovations, such as in water purifica-
tion and sewage treatment. Fewer deaths
occurred from dietary and infectious diseases
in the United States and other developed
nations because fewer people contracted
them. But preventive measures have not been
adopted as widely in less advanced societies. As
a result, infectious diseases continue to be the
main causes of death in most of the world
today (World Health Organization, 1999).

The patterns of illness that afflict people have
continued to change during the twentieth century,
particularly in developed nations, and the aver-
age life expectancy has increased dramatically
(World Health Organization, 1999). For instance,
at the turn of the century in the United States,
babies’ life expectancy at birth was about
48 years (US Department of Health and Human
Services, 1987); today it is 76 years (US Bureau
of the Census, 1999). Much of the poor life
expectancy at birth many years ago resulted
from the very high death rate among children
then. Those who survived to the age of 20 years
could expect to live to nearly 63 years of age.
The death rate for American children is much
lower today, and only a small difference exists
between the expected life spans of newborns
and 20-year-olds.

In developed countries today, the main
health problems and causes of death are
chronic diseases, that is, degenerative illnesses
that develop or persist over a long period of time.
Three chronic diseases – heart disease, cancer,

and stroke – account for about two-thirds of
all deaths in developed nations (World Health
Organization, 1999). These are diseases that tend
to afflict elderly people. Before the twentieth
century, these diseases caused a much smaller
proportion of deaths partly because fewer
people lived to an age when they would be
at high risk for contracting chronic diseases
(US Department of Health and Human
Services, 1982). The causes of death differ
greatly at different points in the life span. In
the United States, for example, the leading
cause of death in children and adolescents is
not an illness; it is accidental injury (US
Bureau of the Census, 1999). The next two
most frequent causes of death in childhood are
diseases, but in adolescence they are homicide
and suicide.

HISTORICAL VIEWPOINTS: MIND AND
BODY IN DISEASE PROCESSES

The best educated people thousands of years
ago probably believed that mystical forces, such
as evil spirits, caused physical and mental ill-
ness (Stone, 1979). Because there are no written
records from those times, researchers have
inferred this conclusion from indirect evidence,
such as the discovery of ancient skulls in several
areas of the world with coin-size circular holes
in them that could not have been battle
wounds. These holes were probably made for
superstitious reasons in a procedure called
trephination, to allow illness-causing demons
to leave the head, for instance. In many cultures
around the world today, large numbers of
people still believe that mystical forces have a
major impact on health and illness.

The Mind–Body Problem

Philosophers of ancient Greece between 500
and 300 BC produced the earliest written ideas
about physiology, disease processes, and the
mind. Many leading philosophers believed that
the mind and body were separate entities
(Marx & Hillix, 1963; Schneider & Tarshis, 1975).
The body – one’s physical being, including the

THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY2
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skin, muscles, bones, heart, and brain – was
thought to function independently from the
mind. Although it is possible to distinguish
between the mind and the body conceptually, an
important question is whether they actually
function independently. The issue of their rela-
tionship is called the mind–body problem.

Hippocrates, often called ‘the Father of
Medicine’, proposed that people get sick when
the mixture of four body fluids called humors
(in biology, the term ‘humor’ refers to plant or
animal fluid) is faulty (Stone, 1979). When the
mixture of these humors is balanced or har-
monious, people are in a state of health. The
mind was considered to have little or no rela-
tionship to the body and its state of health.
According to Hippocrates, people could
achieve humoral balance by eating a good diet
and avoiding excesses. Galen was a highly
respected physician and writer of the second
century AD who was born in Greece, practiced
in Rome, and believed generally in the role of
humors in health and the mind–body split. By
dissecting animals of many species and exam-
ining their brains and other internal organs, he
discovered that illnesses can involve pathology
in specific parts of the body and different dis-
eases have different effects (Stone, 1979).

Following the fall of the Roman Empire in
the fifth century AD, knowledge and culture
advanced slowly in Europe throughout the
Middle Ages, which lasted about a thousand
years. Galen’s views on physiology and disease
processes were favored for most of this time.
The influence of the Church in slowing the
advancement of medical knowledge during the
Middle Ages was enormous, particularly
through its prohibition against dissection of
human and animal cadavers (Marx & Hillix,
1963). Religious ideas shaped views about the
cause of illness, and the belief in demons
became strong again (Sarason & Sarason,
1984). Sickness was seen as God’s punishment
for evil acts. As a result, the Church came to
control medical practice, often with priests
treating the ill by torturing the body to
drive out evil spirits. In the thirteenth century,
new ideas about the mind–body problem
emerged. St Thomas Aquinas rejected the view
that the mind and body are separate, and his

position renewed interest in the issue and
influenced later philosophers (Leahey, 1987).

During the Renaissance of the fourteenth
and fifteenth centuries, Europe saw a rebirth of
inquiry, culture, and politics. Scholars began to
focus less on religious doctrine and more on
logic and empirical issues and methods in their
search for truth (Leahey, 1987). They proposed
that differing perspectives can lead to differ-
ent views of truth. These ideas brought about
important changes in philosophy once the
scientific revolution began after 1600. The
seventeenth-century philosopher and mathe-
matician René Descartes probably had the
greatest influence on scientific thought of any
philosopher in history (Schneider & Tarshis,
1975). Like the Greeks, he thought the mind
and body were separate entities, but he pro-
posed that the mind and body could commu-
nicate through the pineal gland in the brain
(Leahey, 1987). His belief that animals have no
soul and that the soul in humans leaves the
body at death was eventually accepted by the
Church, which meant that dissection could be
used again (Engel, 1977; Marx & Hillix, 1963)

Knowledge in science and medicine grew
quickly in the eighteenth and nineteenth
centuries in Europe and North America. The
advent of the microscope and the use of dis-
section in autopsies enabled scientists to learn
how the body functioned and to discover that
microorganisms cause certain diseases. With
this knowledge, they were able to reject the
humoral theory of illness and propose new
theories (Stone, 1979). The development of anti-
septics and anesthesia in the mid nineteenth
century improved medical treatment, which
enhanced the reputation of physicians and
hospitals and people’s trust in the ability of
doctors to heal. These changes and the belief
that the mind and body are separate gave rise
to a new way to conceptualize health and
disease processes. This approach – called the
biomedical model – proposes that all physical
disorders can be explained by disturbances in
physiological processes, which result from
injury, biochemical imbalances, bacterial or
viral infection, and the like (Engel, 1977;
Leventhal et al., 1985). The biomedical model
assumes that disease is an affliction of the
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body; psychological and social processes are of
little relevance. This viewpoint became widely
accepted during the nineteenth and twentieth
centuries and still represents the dominant
view in Western medicine today.

Psychosocial Processes in
Health and Illness

Using the biomedical model as a guide,
researchers have made enormous medical
advances, such as in developing vaccines,
antibiotics, and other effective medical proce-
dures. But there are two reasons to view the
model as incomplete (Sarafino, 2002). First,
people can act to prevent or detect in early
stages the development of illness, and psy-
chosocial processes govern these actions. The
need to find ways to improve the practice of
these measures is clearly shown by the escalat-
ing costs of medical care worldwide. Although
chronic diseases are a principal cause of death
and disability around the world, particularly in
developed nations, they can be prevented or
delayed. Many individuals now are more aware
of signs and symptoms of illness, more moti-
vated to take care of their health, and better
able to afford visits to physicians than in
the past. Second, there is now considerable
evidence that personality processes play a role
in health and illness. The role of people’s health
habits and personality differences in illness is
not included in the biomedical model (Engel,
1977, 1980).

Health habits and illness

Earlier we saw that the occurrence of infectious
diseases declined sharply in the late nineteenth
century chiefly because of preventive mea-
sures, such as improving nutrition and per-
sonal hygiene. These measures involved
changes in people’s health habits – their usual
health-related behaviors, such as the types of
foods they consume – which become part of
their lifestyles, or everyday patterns of behav-
ior. People’s lives often contain many risk
factors for illness and injury. Characteristics or
conditions that are associated with the devel-
opment of a disease or injury are called risk

factors for that health problem. Some risk
factors are biological, such as having inherited
certain genes. Others are behavioral: for exam-
ple, people who smoke cigarettes are at higher
risk than nonsmokers for the two leading
causes of death in the United States, cancer and
heart disease, and other illnesses. Other risk
factors for cancer and heart disease include
eating diets high in saturated fat (behavioral)
and having a family history of the disease (bio-
logical). Behavioral risk factors for the fifth
leading cause of death, accidents (including
motor vehicle), are alcohol or drug use, driving
vehicles too fast, and not using seat belts
(McGinnis, 1994; US Bureau of the Census,
1999). Although risk factors are associated
with a health problem, they do not necessarily
cause it. For example, being poor is a risk factor
for cancer (Levy, 1985), but it does not cause
the disease – at least, not directly.

People live longer if they practice health
behaviors, that is, activities to maintain or
improve their current good health, obtain a
diagnosis or remedy when feeling ill, or carry
out a program to recover from an illness or
injury. Belloc and Breslow (1972) studied the
impact of personal lifestyles on future health,
surveying nearly 7,000 adults about their
patterns of sleep, eating breakfast, eating between
meals, maintaining an appropriate weight,
smoking cigarettes, drinking alcohol, and get-
ting physical activity. A follow-up 9½ years
later revealed that the greater the number of
health behaviors practiced, the lower the per-
centage of these people who had died, and the
impact of these lifestyle differences increased
as individuals got older after middle age.

Personality and illness

The term personality refers to a person’s cogni-
tive, affective, or behavioral tendencies that are
fairly stable across time and situations.
Researchers have found that personality traits
are linked to health. For example, low levels of
conscientiousness in childhood and poor
mental health in adulthood are related to dying
at earlier ages from diseases, such as heart dis-
ease and cancer (Friedman et al., 1995). And
individuals whose personalities include high
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levels of anxiety, depression, anger/hostility, or
pessimism appear to be at risk of developing
heart disease and several other illnesses
(Everson et al., 1996; Friedman & Booth-
Kewley, 1987; Scheier & Bridges, 1995). These
four emotions are reactions that often occur
when people experience stress, such as when
they have more work to do than they think
they can finish or suffer a tragedy. Not only are
optimistic individuals less likely to become
sick than people with less positive personali-
ties, but when they are ill, they tend to recover
more quickly (Reker & Wong, 1985; Scheier &
Carver, 2001).

The connection between personality and ill-
ness is not a one-way street: illness can affect
one’s personality, too (Cohen & Rodriguez,
1995). Individuals who suffer from serious ill-
ness and disability often experience high levels
of anxiety, depression, anger, and hopelessness.
And as Sarason and Sarason (1984) have
pointed out, even minor health problems, such
as the flu or a backache, produce temporary
negative thoughts and feelings. Medical
patients who overcome their negative thoughts
and feelings can speed their recovery.

Current Perspectives on
Health and Illness

Combining psychosocial processes with the
biomedical model produces a different and
broader picture of how health and illness come
about. This new perspective, called the biopsy-
chosocial model, expands the biomedical view
by adding to biological factors the role of psy-
chological and social factors (Engel, 1977, 1980;
Schwartz, 1982). This new model proposes that
all three factors affect and are affected by the
person’s health. Engel (1980) has proposed
that we can conceptualize these influences by
applying the concept of ‘systems’. A system is a
dynamic entity with constituents that continu-
ously interrelate, such as by exchanging energy,
substances, and information (Bertalanffy,
1968). Thus, one’s body qualifies as a system –
and it includes the circulatory and nervous sys-
tems, which consist of tissues and cells. One’s
family is a system, too, and so are the commu-
nity and society.

As an example of the biopsychosocial
perspective, we can consider how a person might
become severely overweight, which is a risk
factor for several illnesses, including diabetes
and heart disease. The body is a complex phys-
ical system that contains organs, bones, and
nerves, and these are composed of tissues,
which in turn consist of cells, molecules, and
atoms. The body’s efficient, effective, and
healthful functioning depends on the way these
components operate and interact with each
other. Biological factors include genetic materials
and processes that affect the structure and
operation of these components. Inheritance is a
biological factor that is known to influence
weight (Allison, Heshka, Neale, Lykken &
Heymsfield, 1994; Stunkard, Foch & Hrubec,
1986), perhaps through its influence on metab-
olism and taste sensation (Logue, 1991).
Psychological factors can include cognition,
emotion, and motivation. For instance, people
report that they eat more when they are anx-
ious or upset, and evidence supports the view
that stress can induce eating (Arnow, Kenardy
& Agras, 1992; Logue, 1991). And food-related
cues, such as a waiter’s description or display of
a dessert, are more likely to persuade an obese
person than a nonobese person to order the
food (Herman, Olmstead & Polivy, 1983).
Social factors include the modeling and conse-
quences other people provide for behavior.
One’s social world includes family members,
friends, classmates and coworkers, and people
in the mass media. The role of social factors on
weight can be seen in the finding that parents
give more encouragement for eating and offer
food more frequently to heavier children than
to slimmer ones (Baranowski & Nader, 1985).
Other research has found that children of over-
weight parents are more likely to become over-
weight than children of normal weight parents
(Whitaker, Wright, Pepe, Seidel & Dietz, 1997),
which may support the role of either genetic or
social factors. The combination of biological,
psychological, and social factors determines the
person’s likelihood of becoming overweight,
and as individuals gain weight, their biological,
psychological, and social processes change. In
similar ways, these factors can influence
whether a person will develop an illness, such as
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cancer or heart disease, through their effects on
disease processes directly or on behaviors that
increase the risk of these diseases.

Development of Professional
Organizations and Functions

The view that medicine and psychology are
related has a long history, dating back at least
to ancient Greece. Early in the twentieth
century, it became somewhat more formalized
in the work of Freud, who noticed that some
patients showed symptoms of physical illness,
such as blindness or the loss of sensation in
part of the body, without any organic disorder.
He proposed that these symptoms were ‘con-
verted’ from unconscious emotional conflicts
and called this condition conversion hysteria
(Alexander, 1950; Davison & Neale, 1998).

The need to understand conditions such as
conversion hysteria led professionals to develop
the first field dedicated to studying the interplay
between emotional life and bodily processes.
The field called psychosomatic medicine was
formed in the 1930s in association with the
National Research Council, which then pub-
lished the journal Psychosomatic Medicine
(Alexander, 1950). Its founders were mainly
trained in medicine and psychoanalysis. Four
years later the field organized a society that is
now called the American Psychosomatic
Society. For the next 30 years or so, research in
psychosomatic medicine emphasized psychoan-
alytic interpretations for specific, real health
problems, including asthma, high blood pres-
sure, ulcers, migraine headaches, and rheuma-
toid arthritis. In the 1960s, psychosomatic
medicine began to adopt new approaches and
theories (Totman, 1982). It is a broader field
today, concerned with the relationships among
psychosocial factors, biological and physiologi-
cal functions, and the development and course
of illness (Lipowski, 1986).

Two new fields emerged in the 1970s to
study the role of psychology in illness. One of
these fields, behavioral medicine, began in asso-
ciation with the National Academy of Sciences.
The Journal of Behavioral Medicine and the
Society of Behavioral Medicine were then
founded. The society’s members come from a

variety of fields, including psychology and
various areas of medicine (Gentry, 1984). The
field grew out of the behavioral perspective in
psychology, focusing on the role of classical
(or respondent) and operant conditioning in
behavior. Operant and classical conditioning
therapy methods had shown considerable
success in helping people modify problem
behaviors, such as overeating, and emotions,
such as anxiety and fear (Sarafino, 2001). By
the 1970s, physiological psychologists had
shown that psychological events, particularly
emotions, influence body functions, such as
blood pressure. They had also demonstrated
that people can learn to control physiological
systems through biofeedback, a technique that
provides information as to what a system is
doing (Miller, 1978). Behavior modification
approaches now include behavioral methods
(techniques based on operant and classical
conditioning) and cognitive methods, which are
geared toward changing people’s feelings and
thought processes (Sarafino, 2001).

The behavioral perspective also served as an
important foundation for the field of health
psychology, which is within the discipline of psy-
chology and was formally established as a divi-
sion of the American Psychological Association
in 1978 (Wallston, 1993). The official journal of
this division, Health Psychology, began publica-
tion 4 years later. Matarazzo (1982), the first
president of the division, outlined four goals of
health psychology: to promote and maintain
health, to prevent and treat illness, to identify the
causes and diagnostic correlates of health, ill-
ness, and related dysfunction, and to analyze
and improve health care systems and health
policy. International organizations have also
developed: for example, the European Health
Psychology Society (2001) was formed in 1986
and currently has representation from most
European nations. Psychologists around the
world work to achieve the goals of health psy-
chology in a variety of ways.

The functions of health psychology profes-
sionals are expanding as the field matures.
Most health psychologists work in hospitals,
clinics, and academic departments of colleges
and universities where they can provide direct
and indirect help to patients. The direct help
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they provide generally relates to the individual’s
psychological adjustment to and management
of health problems. Health psychologists with
clinical training provide therapy for adjust-
ment problems that being ill or disabled
can produce – for example, in reducing the
patient’s feelings of depression. They also teach
patients psychological methods to help them
manage health problems; patients can learn
biofeedback to control certain pain conditions,
for instance. Health psychologists provide
indirect help to patients through research on
lifestyle and personality factors in illness and
injury, by designing programs to help people
lead more healthful lifestyles, and by educating
health care workers to understand more fully
the psychosocial needs of patients.

The qualifications for becoming a health
psychologist include completion of a doctoral
degree in psychology (Belar, 1997). More study
may be called for if the doctoral program
contained little training in health psychology.
Clinical health psychology is an accredited spe-
cialty of the American Psychological Association.
To practice clinical techniques, state licensing is
required in the United States, and board certifi-
cation is available (Deardorff, 1996).

Psychosomatic medicine, behavioral medi-
cine, and health psychology have very similar
goals, study similar topics, and share the same
knowledge. These fields are separate mainly in
an organizational sense, and many professionals
are members of all three. Although the fields
have slightly different perspectives, they share
the position that health and illness result from
the interplay of biological, psychological, and
social forces. As this suggests, these fields use
knowledge from a wide variety of disciplines
and work together to enhance wellness and
reduce illness.

AREAS OF STUDY AND APPLICATION

The field of health psychology has made enor-
mous advances since the 1970s, generating new
knowledge and designing and implementing
programs and techniques to supplement
medical efforts in promoting health. This section
describes a sample of the many areas of study

and application in which health psychologists
have made important contributions.

Stress, Coping, and Health

Researchers have examined stress in three ways
(Baum, 1990; Hobfoll, 1989). One approach
focuses on physically or psychologically chal-
lenging events or circumstances called stressors.
Another approach centers on the psychological
and physiological responses to a stressor, which
are called strain. The third approach treats
stress as a process involving continuous inter-
actions and adjustments, called transactions,
between the person and the environment
(Lazarus & Folkman, 1984). Transactions
generally involve cognitive appraisal processes
in which individuals assess the meaning or
demands of a stressor and the resources avail-
able to cope with or manage it. In effect, trans-
actions allow the person to affect a stressor’s
impact through cognitive processes, aided by
behavioral and emotional coping strategies,
such as taking direct action to eliminate the
stressor or expressing distress.

Consistent with all three approaches, we can
define stress as the condition that results when
transactions lead the person to appraise a dis-
crepancy between the demands of a stressor
and the resources of his or her biological, psy-
chological, and social systems. Strain occurs
when stress exists and can involve psychological
distress and physiological reactions, called
reactivity, that include heightened blood pres-
sure, heart rate, and serum levels of two classes
of hormones: catecholamines (e.g., epinephrine)
and corticosteroids (e.g., cortisol). People who
experience chronic stress show high reactivity
when a stressor occurs, and their arousal takes
more time to return to its baseline, or ‘resting’,
level (Gump & Matthews, 1999). This and
other research findings support Selye’s (1956,
1976) general adaptation syndrome. Selye pro-
posed that the effects of long-term, intense
stress advance through three stages: the alarm
reaction with very high arousal, the stage of
resistance in which arousal declines somewhat
but remains above normal as the body tries to
adapt, and the stage of exhaustion when the
body’s defenses weaken.
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Stress can have a variety of sources
(Sarafino, 2002). Within the person, for
instance, it can arise from disability or pain in
illness or from decisional conflicts, such as
whether to change jobs or which treatment
approach to get when sick. A person’s family
can create stressors through the birth of a baby,
especially one with a difficult temperament;
divorce; or a member’s illness, disability, or
death. And one’s community can generate stres-
sors through problems in the environment,
such as noise or hazardous pollution, and on
the job or at school through work demands,
supervisors’ evaluations, or interpersonal con-
flicts. Common measures of stress involve
assessing physiological arousal – using a poly-
graph or biochemical analyses – and self-reports
of the person’s experiences (Sarafino, 2002).
These experiences can be major life events,
such as losing a job or a loved one, or daily has-
sles, such as misplacing something or hearing a
loud party when trying to sleep.

Psychosocial factors can modify the impact
of stressors on individuals. One of these factors
is social support – the perceived help, comfort,
caring, or esteem one receives from other
people (Cobb, 1976; Wallston, Alagna, DeVellis
& DeVellis, 1983; Wills, 1984). High levels of
social support appear to reduce stress. Another
psychosocial modifier of stress is the person’s
sense of personal control, the feeling of being
able to make decisions and take effective action
to avoid undesirable outcomes and produce
desirable ones (Miller, 1979; Rodin, 1986;
Thompson, 1981). People’s sense of personal
control can involve two beliefs: (1) that they
can influence events in their lives, that is, they
are high in internal locus of control (Rotter,
1966); and (2) that they can succeed at specific
activities, that is, they have a high degree of
self-efficacy (Bandura, 1977, 1986). A strong
sense of personal control appears to reduce
stress. People with a weak sense of personal
control who experience chronic high levels of
stress tend to feel helpless. Another psycho-
social modifier of stress is the type A behavior
pattern, which is marked by a competitive
achievement orientation, time urgency, and
anger or hostility (Chesney, Frautschi &
Rosenman, 1985; Friedman & Rosenman, 1974).

Compared with people with the more easygoing
type B pattern, type A individuals respond
more quickly and strongly to stressors, with
overt behaviors and physiological reactivity,
and are more likely to develop coronary heart
disease and hypertension (Booth-Kewley &
Friedman, 1987; Carver, Diamond & Humphries,
1985; Diamond, 1982; Glass, 1977; Matthews,
1988).

Research has demonstrated clear links
between illness and people’s degree of reactivity
in their cardiovascular, endocrine, and immune
systems when stressed. For example, people’s
high cardiovascular reactivity to laboratory
stressors in early adulthood is associated with
later development of atherosclerosis (the build-
up of fatty plaques on artery walls) and hyper-
tension (Matthews et al., 1998; Menkes
et al., 1989). Chronically high levels of catecho-
lamines and corticosteroids (endocrine hor-
mones) appear to increase atherosclerosis
(Lundberg, 1999). Some of these hormones are
also associated with impaired immune function,
which seems to be important in the develop-
ment and progression of infectious diseases and
cancer (Kiecolt-Glaser & Glaser, 1995; Vedhara
et al., 1999). Evidence on the connections
between psychosocial and physiological proces-
ses led researchers to form a new field of study,
psychoneuroimmunology, which focuses on the
interplay between psychosocial factors and the
nervous, endocrine, and immune systems (Ader &
Cohen, 1985; Dunn, 1995). It is now known that
negative emotions, such as depression and stress
from major and minor events, are related to
impaired immune function (Biondi & Pancheri,
1995; Dunn, 1995; Leonard, 1995). In contrast,
positive emotions seem to enhance immune
function (Stone et al., 1994).

The impact of stress is also clear in the symp-
toms and development of various illnesses, and
we will consider four. First, evidence indicates
that stress can trigger asthma episodes (Sarafino
& Goldfedder, 1995; Wright, Rodriguez &
Cohen, 1998). Second, studies have found that
stress, particularly from everyday hassles, is
among the most common triggers of migraine
and tension-type headaches (Robbins, 1994;
Wittrock & Myers, 1998). Third, stress and
blood pressure are also linked. For example, Cobb
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and Rose (1973) compared the medical records
of thousands of traffic controllers at airports
with high and low traffic density. They found
that the prevalence rates of hypertension were
higher among subjects at high-density sites
than at low-density sites. Last, because of the
connections between reactivity and both ather-
osclerosis and hypertension, one would expect
that stress would be related to coronary heart
disease, and it is. High levels of stress at work or
from life events are associated with high inci-
dence rates of heart disease and recurrence of
heart attack (Cottington & House, 1987;
Theorell & Rahe, 1975).

Stress management techniques are available
to help people who have trouble coping. One
behavioral method is progressive muscle
relaxation, in which individuals focus their
attention on specific muscle groups while
alternately tensing and relaxing these muscles
(Sarafino, 2001). Another is biofeedback,
which can help reduce physiological reactivity
to stressors. Other approaches use cognitive
methods to help people modify their thoughts
when they encounter stressors. Some of these
methods use cognitive restructuring strategies:
the person learns to replace stress-provoking
beliefs or thoughts with more constructive or
realistic ones. These methods assume that
stress appraisals are frequently based on mis-
perceptions, a lack of information, or irrational
ideas. Ellis’s (1962, 1977) rational-emotive
therapy and Beck’s (1976) cognitive therapy
are prominent examples of the cognitive restruc-
turing approach. Other cognitive methods
focus on teaching skills to help the person
cope with or avoid stressful situations, as
stress-inoculation training (Meichenbaum &
Cameron, 1983) and problem-solving training
(D’Zurilla, 1988; Nezu, Nezu & Perri, 1989) do.
Stress management techniques are also effective
in treating hypertension (Linden & Chambers,
1994) and reducing type A behavior (Roskies,
1983). Furthermore, research has shown that
cardiac patients who receive stress manage-
ment training to decrease type A behavior
have much lower rates of heart problems and
death in the next several years than patients
who do not get training (Powell & Friedman,
1986).

Health Habits and Health Promotion

People’s lifestyles typically include many health
habits that are risk factors for illness or injury.
They may smoke cigarettes, drink excessively,
use drugs, eat high-fat or high-cholesterol
diets, eat too much and become overweight,
get too little physical activity, and behave in
unsafe ways, such as by not using seat belts in
automobiles or condoms when having sex with
a new partner. Practicing health behaviors pre-
vents illness, and this is an important area of
interest in health psychology.

Although people tend to think of prevention
as occurring before an illness develops, there
are actually three levels of prevention – 
primary, secondary, and tertiary – that differ on
the basis of the health status of the person
(Runyan, 1985; Sanson-Fisher, 1993). Each
level of prevention can include efforts of one-
self, one’s family or community, and profes-
sionals who work to promote health. Primary
prevention involves activities to avoid illness or
injury, such as getting a flu inoculation or eat-
ing a low-fat diet and exercising to avoid heart
disease. These activities might be initiated by
oneself or at the suggestion and encourage-
ment of one’s family, physician, or employer.
Secondary prevention refers to actions taken to
identify and treat an illness or injury early with
the goal of curbing or reversing the problem.
Receiving a dental examination or a mammo-
gram would be examples. Tertiary prevention
occurs after a health problem has progressed
beyond the early stages and includes actions to
rehabilitate the patient and to avoid lasting or
irreversible damage, disability, and recurrence.
Health psychologists study factors that deter-
mine the health-related behaviors people prac-
tice and try to promote the adoption of health
behaviors.

Factors that influence
health habits

Biological, psychological, and social factors can
influence the likelihood that individuals will
engage in specific health-related behaviors.
The role of biological processes in health
habits can be seen in people’s excessive alcohol
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use: heredity has an influence (Ciraulo &
Renner, 1991; Prescott & Kendler, 1999;
Schuckit, 1985). Twin studies have generally
found that if one member of a same-sex twin
pair is alcoholic, the likelihood that the other
member is alcoholic is twice as great if the
twins are monozygotic (identical) rather than
dizygotic (fraternal). But these links are com-
plex, and developmental processes may moder-
ate them. For instance, genetic factors appear
to play a stronger role when alcohol abuse
begins before age 25 than after that age
(Kranzler & Anton, 1994).

Psychological processes also affect the devel-
opment of health habits. Learning plays a
major role, particularly through operant con-
ditioning in which behavior is changed by its
consequences, either reinforcement or punish-
ment (Sarafino, 2001). Reinforcement causes an
increase and punishment causes a decrease in
performance of the behavior on which the
consequence is contingent. A child who has a
good deal of success and receives praise for
athletic pursuits is more likely to be physically
active in the future than a child who experi-
ences failure and derision for those behaviors.
If the reinforcing consequences are discontin-
ued at some point, the behavior tends to
weaken through the process of extinction.
Operant behavior generally occurs following
or in the presence of antecedents – that is, cues
that precede and set the occasion for an action.
Another important learning process is classical
(respondent) conditioning in which a stimulus
(the conditioned stimulus) gains the ability to
elicit a response through repeated association
with a stimulus (the unconditioned stimulus)
that already elicits that response (Sarafino,
2001). One way classical conditioning affects
health habits is by establishing cues that serve
as antecedents to the behavior. For example,
people who smoke cigarettes, drink alcohol, or
use other substances learn antecedents that set
the occasion for use, often with feelings of
craving. Some behaviors that are prompted
by cues may become habitual, or automatic,
often occurring without awareness of the
behavior or the cues that initiated it, as when a
smoker absentmindedly reaches for and lights
a cigarette.

Cognition plays an important role in the
performance of health-related behaviors.
People are more likely to start and continue a
health behavior if they have correct knowledge
about relevant health issues and the ability to
solve problems that arise when trying to prac-
tice the behavior, such as how to eat a healthful
diet when other family members dislike nutri-
tious foods. One of the most influential
theories of people’s practicing healthful behav-
iors is the health belief model, which proposes a
series of cognitive activities that leads to the
likelihood of taking preventive action (Becker,
1979; Becker & Rosenstock, 1984; Rosenstock,
1966). A person’s likelihood of preventive
action depends directly on two assessments: the
perceived threat of illness or injury and the
sum of the benefits and barriers of taking
the action. These assessments depend on the
person’s perceptions, such as of the seriousness
of and susceptibility to the illness or injury,
and modifying factors, such as the person’s
age, sex, and knowledge about the health issue.
Research has generally supported the theory
(Becker, 1979; Becker & Rosenstock, 1984;
Curry & Emmons, 1994; Kirscht, 1983). For
instance, comparisons have been made of
people who do and do not regularly get breast
and cervical cancer tests, have dental visits, or
engage in exercise. These studies have found
that people who do these health behaviors are
more likely to believe that they are susceptible
to the related health problem, that the health
problem would have serious effects, and that
the benefits outweigh the barriers of preven-
tive action.

The stages of change model attempts to
account for people’s likelihood of changing
unhealthful habits by focusing on their cogni-
tive and behavioral ‘readiness’ to change
(Prochaska & DiClemente, 1984; Prochaska,
DiClemente & Norcross, 1992). The model
outlines five stages of intention to change,
ranging from not considering changing at
all, to being ready to start soon, to having
succeeded and maintained the change for at
least several months. According to the stages of
change model, people advance from one stage
to the next in the process of changing, their
psychosocial characteristics at each stage differ,
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and it is possible to match intervention strategies
with these characteristics to help people advance
to the next stage. Research has confirmed that
people at higher stages are more likely to adopt
relevant health behaviors, such as using safer
sex practices and quitting smoking (Bowen &
Trotter, 1995; DiClemente et al., 1991). But
tests of the utility of matching strategies to help
people advance to higher stages have yielded
some inconsistent results (see e.g., Quinlan &
McCaul, 2000;Velicer, Prochaska, Fava, LaForge &
Rossi, 1999).

Most theories focusing on the role of cogni-
tion in practicing health habits assume that
the processes are mainly rational. But three
lines of evidence indicate that nonrational
processes also play a role. First, people tend to
be overly optimistic about their health, believ-
ing that the chances of getting serious illnesses
are lower for themselves than for other people
who are much like them (Weinstein, 1987).
Second, studies have found that people’s
desires and preferences influence the judg-
ments they make of the validity and utility of
new information – a process called motivated
reasoning (Kunda, 1990). For instance, people
who prefer to reach a particular conclusion
about the hazards of eating certain foods will
search for reasons to accept supportive infor-
mation and discount opposing information.
And the tendency to use biased reasoning
processes appears to be fairly stable and con-
sistent across a variety of situations (Sarafino,
1999). Third, stress and other emotional factors
can affect the cognitive processes people use in
making decisions, particularly decisions relat-
ing to health, because of conflicts about the
best course of action (Janis, 1984).

Social factors influence people’s health
habits through modeling processes and social
consequences, such as praise. In modeling,
people learn by observing the behavior of
another person, especially if the model is simi-
lar to themselves and has high status, such as a
popular classmate or a movie star or athlete
(Bandura, 1969, 1986). Modeling also involves
imitation: when drinking socially, for example,
people tend to adjust their drinking rates to
match those of their companions (McCarty,
1985). Friends and family promote health

behavior by reinforcing it with praise and
conveying a value for good health, and they
discourage health behavior by punishing
it, such as by complaining about how the
behavior interferes with other activities (Burg &
Seeman, 1994; Weiss, Larsen & Baker, 1996).

Substance use and abuse

Using certain substances repeatedly can pro-
duce addiction, the condition of being physi-
cally and psychologically dependent on a
substance. In physical dependence, the body
adjusts to the substance and incorporates it
into its usual functioning, as reflected in the
phenomena of tolerance (requiring increasing
doses to achieve the same effect) and with-
drawal (symptoms when substance use is
sharply reduced). Psychological dependence
involves feeling compelled to use the substance
for its pleasant effect. Health psychologists
study factors relating to people’s use of various
substances; we will focus on tobacco and
alcohol. Cigarette smoking is a risk factor for
several illnesses, particularly lung cancer and
heart disease (American Cancer Society, 2000;
American Heart Association, 2000). Heavy
alcohol use is related to a variety of health
problems, including fetal alcohol syndrome in
babies of drinking mothers, injury from auto-
mobile accidents, and cirrhosis of the liver
(National Institute on Alcohol Abuse and
Alcoholism, 1993).

About 1.1 billion people in the world smoke
cigarettes (World Health Organization, 1998).
Biopsychosocial factors influence people’s
beginning and continuing to smoke. The role
of biological factors is clear: heredity affects
whether people will begin and continue to
smoke (Hughes, 1986), and people with a
specific gene pattern are less likely to become
smokers and more able to quit after starting
(Lerman et al., 1999). The nicotine in ciga-
rettes is an addictive substance that produces
physiological effects quickly by leading to the
release of chemicals, including acetylcholine
and norepinephrine, that have desirable
effects. For example, they increase alertness
and decrease symptoms of withdrawal, feel-
ings of anxiety, and pain. One prominent
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explanation of continued smoking is the
nicotine regulation model, which proposes that
people continue to smoke to avoid withdrawal
symptoms. Although research has supported
this model (Schachter et al., 1977), it appears
to provide only part of the reasons for contin-
ued use. For instance, some smokers don’t
show the tolerance and withdrawal character-
istics of addiction, and most people who quit
smoking still crave it long after no nicotine
remains in their bodies (Leventhal & Cleary,
1980; Shiffman, Paty, Gnys, Kassel & Elash,
1995).

Psychosocial factors are also involved and
may account for some phenomena that the
nicotine regulation model cannot explain. For
one thing, nicotine appears to have reinforcing
effects (Shadel, Shiffman, Niaura, Nichter &
Abrams, 2000). A theory called the biobehav-
ioral model proposes that because nicotine
decreases anxiety and increases alertness,
smokers come to depend on it to regulate their
cognitive and emotional states, thereby helping
them cope better (Pomerleau & Pomerleau,
1989). Second, other psychosocial factors have
been linked with smoking. For example,
adolescents who start and continue to smoke
tend to have peer and adult models of smok-
ing, experience peer pressure to smoke, and
believe that smoking can enhance their image
(Conrad, Flay & Hill, 1992; Killen et al., 1997;
Robinson & Klesges, 1997). It seems clear that
a complete explanation of smoking behavior
involves the interplay of biological, psycholog-
ical, and social factors.

Biopsychosocial processes are also involved
in the development of heavy alcohol use. In the
United States alone, 20 per cent of the men and
8 per cent of the women have abused alcohol at
some time in their lives (Davison & Neale,
1998). As mentioned earlier, heredity influences
the likelihood of people’s excessive alcohol use
(Ciraulo & Renner, 1991; Prescott & Kendler,
1999; Schuckit, 1985). Psychosocial processes
also play a role. Children and adolescents learn
from watching people around them and on TV
to expect positive effects of drinking alcohol
(Adesso, 1985; Dunn & Goldman, 1998;
Scheier & Botvin, 1997). People continue or
increase their drinking partly as a result of

positive and negative reinforcement in operant
conditioning (Adesso, 1985; Cunningham,
1998; National Institute on Alcohol Abuse and
Alcoholism, 1993). With positive reinforce-
ment, people may drink for the taste or the
feeling they get from it; with negative rein-
forcement, they may drink because it reduces
unpleasant feelings, such as stress or anxiety, at
least in the short run.

Health psychologists have participated in
designing and applying interventions to pre-
vent and help people quit smoking and drink-
ing. Programs introduced before adolescence
to prevent smoking and drinking can success-
fully reduce the number of individuals who
begin these behaviors, but the effects appear to
last only 2 or 3 years and need to be refreshed
with booster sessions to maintain the success
(Botvin & Epstein, 1999; Klepp, Kelder &
Perry, 1995; National Institute on Alcohol
Abuse and Alcoholism, 1993). Treatment
approaches to help people quit smoking are
most effective if they include behavioral meth-
ods, the nicotine patch, and advice by a physi-
cian to quit (Cinciripini, Cinciripini, Wallfisch,
Haque & Van Vunakis, 1996; Fiore, Jorenby &
Baker, 1997). For quitting drinking, effective
approaches include Alcoholics Anonymous
(Ouimette, Finney & Moos, 1997) and programs
that use behavioral and cognitive methods
(Miller & Hester, 1980; Monti et al., 1993).

Nutrition and exercise

Eating high-cholesterol, low-fiber diets and get-
ting little physical activity are associated with
the development of illnesses, including hyper-
tension, heart disease, and some forms of cancer
(American Cancer Society, 2000; American
Heart Association, 2000). Biopsychosocial
factors are involved in the diets people consume
and the level of physical activity they get.

Inborn factors influence aspects of an indi-
vidual’s diet. Most people around the world
appear to like sweet tastes and dislike bitter
ones, right from birth (Rozin, 1989).
Furthermore, research findings indicate that
brain chemicals influence people’s tendency to
eat fatty foods (Azar, 1994). Psychosocial
factors in people’s diets can be seen in the role
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of individual and social experiences (Hearn
et al., 1998; Rozin, 1989; Schutz & Diaz-Knauf,
1989). For instance, some foods are more
available than others at home, work, or school,
and exposing individuals to a specific food can
increase their liking of it. Modeling is also
important, allowing people to develop an
attraction to a food if they see that other indi-
viduals eat it and like it. Interventions that
include nutrition education and other
approaches, such as behavioral methods, to
change diets that place people at risk for cardio-
vascular problems appear to reduce serum
cholesterol levels and blood pressure (Brunner
et al., 1997).

People’s age and gender affect their getting
physical exercise, and these differences may be
partly the result of actual and expected physical
capabilities. In the United States, men engage
more in exercise in early adulthood and old age
than at ages in between, but women exercise
relatively little throughout the adult years (US
Bureau of the Census, 1999). Older men and
women tend to underestimate their ability to
perform vigorous exercise and exaggerate the
health risks of exercising (Vertinsky & Auman,
1988; Woods & Birren, 1984). Whether people
exercise depends also on psychosocial influ-
ences, such as modeling, encouragement, and
reinforcement by peers and family (Dishman,
Sallis & Orenstein, 1985). Interventions can
successfully promote exercise behavior, espe-
cially if they include behavioral methods (Sallis &
Owen, 1999).

Receiving Medical Care

When people experience clear health symp-
toms, some use medical services right away,
some delay getting care, and some don’t seek
care at all. The health belief model explains
part of these differences (Becker & Rosenstock,
1984; Langlie, 1977). For individuals who do
get treatment, their compliance with, or adher-
ence to, the medical regimen and their adjust-
ment to a hospital stay have been of particular
interest to health psychologists.

Estimates indicate that about 40 per cent of
patients fail to adhere reasonably closely to the
treatment regimen their physician recommends

(DiMatteo, 1985; Rand & Weeks, 1998). Low
compliance is common if the regimen has a very
long duration, is complex, and requires them to
change long-standing habits (Burke, Dunbar-
Jacob & Hill, 1997; Haynes, 1976; Parrish, 1986).
Patients also show poor adherence if the physi-
cian does not explain the regimen carefully
and they feel a poor relationship with the
physician (DiMatteo, 1985). Health psycho-
logists have helped to design and implement
successful interventions to improve physicians’
communication skills (Roter & Hall, 1989)
and patients’ compliance motivation through
behavioral methods (Burke et al., 1997; Roter
et al., 1998).

Being hospitalized with a serious illness or
injury produces a great deal of stress and
anxiety, which impairs medical recovery. Health
psychologists can help by providing psycho-
logical counseling and information to enhance
patients’ understanding and sense of personal
control over some of the difficult circum-
stances they will experience. Providing such
help reduces patients’ anxiety, recovery time,
post-surgical complications, and medication
use (Anderson, 1987; Gruen, 1975).

Managing and Adjusting to
Pain Conditions

Pain involves the interplay between physiolog-
ical and psychosocial processes (Bakal, 1979).
Most pains are acute, and the experiences dis-
appear in hours or weeks; others are chronic
and last for more than a few months, often
becoming worse over time (Turk, Meichenbaum
& Genest, 1983). Pain sensations generally
arise when injured tissues release chemicals
called algogenic substances that activate
nerve endings called nociceptors to send pain
signals through the spinal cord to the brain
(Chapman, 1984; Tortora & Grabowski, 2000).
Evidence of the role of psychosocial processes
led Melzack and Wall (1965, 1982) to propose
the gate control theory, which describes a phys-
iological mechanism by which psychological
factors can affect people’s experience of pain.
Psychological factors that increase pain sensa-
tions include anxiety, tension, depression, and
focusing attention on the pain. The results of
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most studies that have tested this theory
have supported it (Melzack & Wall, 1982;
Winters, 1985).

Chronic, disabling pain has psychosocial
effects, often in the form of a syndrome called
the neurotic triad (Cox, Chapman & Black,
1978; Rosen, Grubman, Bevins & Frymoyer,
1987). The neurotic triad involves extremely
high levels of depression, hypochondriasis (pre-
occupation with physical symptoms and
health), and hysteria (tendency to cope with
problems by developing physical symptoms
and using avoidance coping methods), as
measured with the Minnesota Multiphasic
Personality Inventory (MMPI). Health psy-
chologists apply a variety of approaches to
reduce patients’ pain, drug consumption, and
disability. In treating migraine and tension-
type headache, for example, relaxation and bio-
feedback methods yield substantial and durable
relief (Blanchard, Appelbaum, Guarnieri,
Morrill & Dentinger, 1987; Holroyd & Penzien,
1990). Cognitive methods, such as distracting
one’s attention and using mental imagery
of scenes, effectively reduce acute pain (Fernandez
& Turk, 1989; Manne, Bakeman, Jacobsen,
Gorfinkle & Redd, 1994). For chronic pain,
such as from arthritis or headache, programs
combining cognitive and behavioral methods
are particularly helpful in reducing pain
(Compas, Haaga, Keefe, Leitenberg & Williams,
1998; Morley, Eccleston & Williams, 1999).
Hypnosis can relieve pain in patients who can
be hypnotized easily and deeply (DeBenedittis,
Panerai & Villamira, 1989).

Managing and Adjusting to Disabling
and Life-Threatening Conditions

We have seen that chronic diseases are the
main health problems in industrialized coun-
tries today, where they account for the large
majority of deaths. Some chronic illnesses can
lead to disability, and some have high rates of
death. For people who develop a chronic ill-
ness, health psychologists can contribute to
tertiary prevention efforts by helping patients
manage their health condition and adjust to it
psychosocially.

When people develop illnesses that do not
pose a very high risk of death, the chief con-
cern in tertiary prevention is helping them
manage the illness to reduce symptoms and
disability and to prevent a worsening of the
condition. We will consider a few psychological
techniques that can help these patients, con-
centrating for our purposes on two illnesses:
asthma and diabetes. For asthma, biofeedback
and relaxation techniques have had success
(Sarafino, 1997). With biofeedback, an asth-
matic breathes through an apparatus that mea-
sures the flow of air and learns to control the
diameter of bronchial airways by receiving
periodic feedback regarding airflow. Progressive
muscle relaxation is used to help the patient
reduce the role of stress in initiating an asthma
attack or in making it worse when one occurs.
For diabetes, an important concern is fostering
compliance with difficult self-management
regimens of monitoring serum glucose levels
and controlling diet and exercise. Studies with
child and adolescent diabetics have found
that programs using behavioral methods,
such as providing prompts and reinforcers for
performing tasks, improve self-management
actions and serum glucose levels (Goodall &
Halford, 1991).

For people with life-threatening diseases,
two common needs involve promoting their
adherence to the medical regimen and adjust-
ing to their disability and possibility of dying.
In considering some psychological approaches
for these patients, we will focus on promoting
psychosocial adjustment in heart disease.
Initial elevations of anxiety and depression
after a heart attack continue in many patients
beyond a few months. The poor adjustment
these emotions reflect has been linked to
decreased regimen adherence and physical
condition and increased risk of subsequent
heart problems and death (Carney, Freedland,
Rich & Jaffe, 1995; Carney et al., 1988; Frasure-
Smith, Lespérance, Juneau, Talajic & Bourassa,
1999). Studies with 1- and 2-year follow-up
periods have found that interventions with
regimen training and psychosocial counseling
reduce the risk of heart problems and death
(Dusseldorp, van Elderen, Maes, Meulman &
Kraaij, 1999; Linden, Stossel & Maurice, 1996).
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RELATING HEALTH PSYCHOLOGY TO
OTHER DISCIPLINES

Knowledge in health psychology is enriched by
information from many other disciplines,
including disciplines within psychology, such as
the clinical and social areas; medicine, includ-
ing psychiatry and pediatrics; and allied fields,
such as nursing, nutrition, pharmacology, and
social work. We will look at some of the fields
that provide information and a context for
health psychology.

Understanding health psychology fully
requires knowledge of the context in which
health and illness exist. Part of the context
comes from the field of epidemiology – the
scientific study of the frequency and distribu-
tion of disease and injury. Epidemiologists
determine the occurrence of illness in a given
population and organize these data by relevant
variables, such as when the disease or injury
occurred, where, and to which age, gender, and
racial or cultural groups. Then they conduct
research to discover why specific illnesses are
distributed as they are. The mass media often
report the results of epidemiologists’ work – for
example, areas of the United States where Lyme
disease occurs at high levels and where cancer is
linked to high levels of toxic substances in the
environment. Five terms epidemiologists use in
describing aspects of their findings are: mortality,
i.e., death, generally on a large scale; morbidity,
i.e., illness, injury, or disability; prevalence, i.e.,
the number of cases, such as of a disease or of
persons infected or at risk, including continu-
ing (previously reported) and new cases at a
given moment in time; incidence, i.e., the num-
ber of new cases; and epidemic, i.e., the situa-
tion in which the incidence has increased
rapidly (Gerace & Vorp, 1985; Runyan, 1985).
Adding the word rate conveys relativity to the
meaning, as in describing a mortality rate of 6
babies per 1,000 births dying in their first year
of life.

Another important discipline for health
psychology is public health, the field concerned
with protecting and improving health through
organized effort in the community. Public
health workers do research and set up programs
to improve health education, immunizations,

sanitation, and community health services
(Runyan, 1985). This field considers health and
illness in the context of the community as a
social system. Many health psychologists study
the success of public health programs and the
way individuals react to them.

Two other related fields are sociology and
anthropology (Adler & Stone, 1979). Sociology
focuses on human social life in groups or com-
munities and evaluates the impact of social
factors, such as the mass media, population
growth, and institutions. Medical sociology is a
subfield that examines, for instance, the impact
of social relationships on the distribution of ill-
ness, socioeconomic factors of health care use,
and the way hospital services and medical prac-
tices are organized. Anthropology includes the
study of human cultures; its subfield, medical
anthropology, focuses on differences in health
and health care across cultures. Medical
anthropologists study how different cultures
structure health care systems and react to and
treat disease and injury. Knowledge from socio-
logy and anthropology enables health psycho-
logists to have a broad social and cultural view
of medical issues and to consider different ways
to interpret and treat illness.

A variety of professionals work together with
physicians and nurses as a team to provide care
for patients who are suffering from a chronic ill-
ness, serious injury, or disability. Professionals in
each of the four allied fields we will consider
have specific training for a special role in a
patient’s treatment or rehabilitation process, and
most of them have some education in psychol-
ogy. Dietitians work in hospitals, clinics, nursing
homes, colleges, and schools to study and apply
knowledge about food and its effect on the body
(American Dietetic Association, 2000). Many
dietitians work directly with patients to assess
nutritional needs, implement and evaluate
dietary plans, and instruct patients and their
families on ways to adhere to needed diets after
hospital discharge. Some dietitians work for
social service agencies, counseling people on
nutritional practices to help maintain health
and speed recovery when they are ill. Physical
therapists plan and apply techniques to help
patients restore functional movement to parts of
their body, relieve pain, and prevent or limit
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permanent disability (American Physical Therapy
Association, 2000). The most common tech-
nique used in physical therapy involves exercise,
which generally begins by requiring little effort
and becomes more and more challenging.
Another technique uses electrical stimulation to
move paralyzed muscles or to reduce pain.
Physical therapists also give instructions for carry-
ing out everyday tasks, such as cooking meals
or tying shoelaces, and using adaptive devices,
such as crutches or a prosthesis, if needed.
Occupational therapists help physically, mentally,
and emotionally disabled individuals gain skills
needed for daily activities at home, in a work set-
ting or school, and in the community (American
Occupational Therapy Association, 2000). Their
patients often had these skills at one time, but
lost them because of a spinal cord injury or a dis-
ease, such as muscular dystrophy. Medical social
workers provide services in hospitals, nursing
homes, rehabilitation centers, and public health
programs to help patients and their families
make psychological and social adjustments to an
illness and obtain needed community services,
including income maintenance and occupa-
tional therapy (National Association of Social
Workers, 2000).

SOCIOCULTURAL, GENDER, AND
DEVELOPMENTAL FACTORS IN HEALTH

Health and illness vary across the history and
cultures of the world. Comparisons of mortal-
ity data in Europe and North America in 1900
and in developing nations of the world today
reveal very similar infant mortality rates and
causes: diarrheal diseases, malnutrition, respi-
ratory infections, and whooping cough
(UNICEF, cited in Skolnick, 1986). Looking
only at health patterns today, we see that sub-
stantial variations occur across ethnic groups
and social classes, between males and females,
and across the life span. What variations occur
now, and why do they exist?

Sociocultural Differences and Health

The term sociocultural means involving or
relating to social and cultural factors, such as

ethnic and income variations within and across
nations. Epidemiological studies of socio-
cultural differences in health have found, for
instance, that stomach cancer has a far higher
prevalence rate in Japan than in the United
States today, but the opposite is true for breast
(in females) and prostate (in males) cancers
(Williams, 1990). Moreover, large socio-
cultural differences exist in the prevalence of
specific cancers within the same country
(Williams & Rucker, 1996). In the United
States, for example, Chinese Americans have
much higher rates of liver cancer than
Caucasians do. The differences found in the ill-
ness patterns of countries, regions, or ethnic
groups result from variations in people’s
heredity, environmental pollution, economic
barriers to health care, diets, health-related
beliefs, and values (Flack et al., 1995; Johnson
et al., 1995). Although people in all parts of the
world value good health, people differ in the
importance they place on maintaining health.
The more people value their health, the more
likely they are to take care of it.

Research has revealed wide variations in the
health habits of individuals around the world.
A survey examined improvements in health
behaviors over a 2-year period in three coun-
tries (Retchin, Wells, Valleron & Albrecht,
1992). It found that the highest percentage of
individuals reporting that they had increased
exercising and decreased their consumption of
alcohol and red meat was in the United States;
England had a much lower percentage,
followed by France. Other research has shown
that people consume far more animal fat in
Denmark than in the United States; people in
Israel and Japan consume very little (Criqui &
Ringel, 1994). Cigarette smoking shows large
variations across and within countries (World
Health Organization, 1998). Almost three-
fourths of the world’s smokers reside in under-
developed nations, where 48 per cent of the
men and 7 per cent of the women smoke.
Smoking decreased in the 1990s in industrial-
ized countries, but 42 per cent of men and
24 per cent of women in these nations continue
to smoke. In the United States, 27 per cent of
men and 23 per cent of women smoke, and the
percentage of individuals under age 25 who
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smoke is much greater for whites than blacks
(National Center for Health Statistics, 2000).
Alcohol use also varies widely: for instance,
Norwegians drink very little, but French and
Italian people drink much more, mainly as
wine with meals (Criqui & Ringel, 1994).
People in Central and Eastern Europe have
high levels of smoking and drinking (Little,
1998).

Research conducted in the United States has
shown that minority group background and
low social class – or socioeconomic status, as
measured by income, occupational prestige,
and education – are often risk factors for poor
health (Myers, Kagawa-Singer, Kumanyika,
Lex & Markides, 1995; Ostrove, Feldman &
Adler, 1999; Williams & Rucker, 1996). For
example, compared with Caucasians, African
Americans have higher rates of morbidity and
mortality from chronic diseases and greater vul-
nerability to HIV infection and injury or death
from violence. Also, people from the lower
classes tend to have poorer health habits – for
instance, smoking more and exercising less –
than people from higher social classes.

Differences across history and culture can be
seen in people’s ideas about the causes of ill-
ness. Recall that people in the Middle Ages
generally believed that evil spirits caused ill-
ness. Although educated people in technologi-
cal societies today typically reject such ideas,
less sophisticated people in the same societies
and in underdeveloped countries often do not.
This is important to recognize because the
large majority of people in the world live in
underdeveloped societies. And immigrants to
industrialized countries carry with them
health ideas and customs from their former
countries. For example, many Chinese immi-
grants have entered the United States with the
belief that imbalances of two opposing forces,
yin and yang, within the body cause illness: too
much yin causes colds and gastric disorders,
for example, and too much yang causes dehy-
dration and fever (Campbell & Chang, 1981).
Practitioners of traditional Chinese medicine
treat illnesses with acupuncture and special
herbs and foods to correct the balance of yin
and yang. Immigrants and others with these
beliefs who are sick will often use these methods

instead of or as a supplement to treatment by
an American physician, and pressure family
members to do this too. As an example, a preg-
nant registered nurse of Chinese background
followed her obstetrician’s advice, but also ate
special herbs and foods under pressure from
her mother and mother-in-law to insure the
health of her baby (Campbell & Chang, 1981).

Many religious doctrines relate to health
and illness. For instance, Jehovah’s Witnesses
reject the use of blood and blood products in
medical treatment (Sacks & Koppes, 1986).
Christian Scientists reject the use of medicine
entirely and believe that only mental processes
in the sick person can cure the illness, which
is promoted through prayer and counsel
(Henderson & Primeaux, 1981). These beliefs
are controversial and have led to legal conflicts
in the United States, particularly when parents’
religious beliefs lead them to reject medical
treatments for life-threatening illnesses for
their children. In such cases, medical authori-
ties can move quickly to seek an immediate
judicial decision (Sacks & Koppes, 1986). Some
religions include specific beliefs that promote
healthful lifestyles. For example, Seventh-Day
Adventists believe in taking care of their
bodies because the body is the ‘temple of the
Holy Spirit’. As a result, they encourage exercise
and healthful eating and abstain from using
tobacco, alcohol, and illicit drugs (Henderson &
Primeaux, 1981). Although it is clear that cul-
tural factors influence health, our knowledge
about this influence is sparse and needs to be
expanded through more research.

Gender and Health

Worldwide, the average life expectancy at birth
is about 4 years longer for females than males,
and in developed nations the gap in expected
longevity is nearly twice as great (World
Health Organization, 1999). Although the
reasons for these differences are not entirely clear,
some possibilities can be described (National
Center for Health Statistics, 2000; Reddy,
Fleming & Adesso, 1992). First, males have far
higher rates of accidental injury and death,
such as in drowning and automobile mishaps.

CONTEXT AND PERSPECTIVES IN HEALTH PSYCHOLOGY 17

Sutton-01.qxd  10/9/2004  12:58 PM  Page 17



Second, men smoke and drink more than
women do and are more likely to be over-
weight. Third, men show higher physiological
reactivity, such as blood pressure and serum
catecholamine elevations, when under stress,
making them more vulnerable to heart disease
and stroke. Paradoxically, even though women
have longer lives than men, they appear to have
more health problems, having higher rates of
acute illnesses, such as respiratory and diges-
tive illnesses, and nonfatal chronic diseases,
such as arthritis and headache (National
Center for Health Statistics, 2000; Reddy et al.,
1992).

Development and Health

People change as they develop, and each por-
tion of the life span is affected by happenings
in earlier years and affects the happenings in
future years. Because people’s health, illness,
and biopsychosocial systems change through-
out life, the life-span perspective in health psy-
chology considers characteristics of a person
with respect to their prior development, cur-
rent level, and likely development in the future.
Because of these changes, the kinds of illnesses
people have tend to change with age. Children
are far less likely than older people to
suffer from chronic diseases (US Bureau of the
Census, 1999). Childhood illnesses tend to be
short-term infectious diseases, such as colds or
the flu. In contrast, prevalence rates for heart
disease, cancer, and stroke are high in late
adulthood and old age.

People’s biopsychosocial systems change in
many ways as they develop. The size, strength,
and efficiency of virtually all biological systems
increase throughout childhood and decline in
old age. The decline can be seen in the decrease
older people notice in their physical stamina
because their muscles are weaker and the heart
and lungs function less efficiently (Tortora &
Grabowski, 2000). They also recover more
slowly from illness and injury. Over the life
span, people’s psychological systems change,
too. For example, children’s cognitive abilities
are limited during the preschool years but
grow rapidly during later childhood. As
children get older and their cognitive skills

improve, they become better able to assume
responsibility for their health and understand
how their behavior can affect it (Maddux,
Roberts, Sledden & Wright, 1986). Social rela-
tionships and social systems also change with
development. As people develop, they progress
through levels of education and employment,
family life, and retirement. Changes in social
relationships also relate to health and illness. In
adolescence, teenagers take on more and more
responsibilities for their own health, but their
social links with age-mates and strong need to
be accepted by peers sometimes lead teens
toward unhealthful or unsafe behavior. For
example, an adolescent who has a chronic ill-
ness that can be controlled – as diabetes can –
may neglect his or her medical care to avoid
looking and feeling different from age-mates
(La Greca & Stone, 1985). Adolescence is also
the time in the life span when individuals are
most likely to start to smoke, drink, use drugs,
and have sexual relations.

Health psychology research and health pro-
motion efforts in the future must address and
be sensitive to the needs of diverse populations
that differ in sociocultural background, gender,
and developmental level.

SUMMARY

Health and illness are overlapping concepts that
exist along a continuum, with optimal wellness
at one end and major disability and death at the
other end. Historically, compared with time
periods before the twentieth century, people
today die at later ages and from different causes.
Infectious diseases are no longer the principal
cause of death in technological societies around
the world. Chronic illnesses constitute the main
health problem in developed nations now.

Ideas about physiology, disease processes,
and the mind have changed since the early
cultures thousands of years ago, when people
apparently believed that illness was caused by
evil spirits and the like. Ancient Greek philo-
sophers proposed that the mind and body are
separate entities. After the Middle Ages,
philosophers and scientists from the seven-
teenth to the twentieth centuries provided the
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foundation for the biomedical model as a way
to conceptualize health and illness. This model
has enabled researchers to make great advances
in medicine. But many researchers today
believe people’s social relationships, lifestyles,
personalities, mental processes, and biological
processes must be included in a full conceptu-
alization of health and illness. As a result, the
biopsychosocial model has emerged, propos-
ing that health status results from and pro-
duces a constant interplay of biological,
psychological, and social systems.

Health psychologists study factors that affect
people’s health and apply psychosocial meth-
ods to reduce stress, enhance the practice of
healthful behavior, reduce illness symptoms
and disability, and prevent a worsening of
patients’ condition or, perhaps, death. The
knowledge health psychologists use draws from
other subfields in psychology and several
nonpsychology fields, such as medicine, bio-
logy, social work, epidemiology, public health,
sociology, and anthropology.Variations in health
and health behaviors can be seen across socio-
cultural, gender, and developmental groups.
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The primary determinants of disease are
mainly economic and social, and therefore
its remedies must also be economic and
social.

(Geoffrey Rose, 1992: 129)

INTRODUCTION

When we were invited to write this chapter,
one of the editors sent us an e-mail stating that
‘this chapter is supposed to include everything
that a health psychologist needs to know about
the epidemiology of health and illness, so it
will be quite a challenge’. We agree that this is a
challenge, both for us and for the reader, but
we think that it is a challenge worth taking.

So, what does a health psychologist need to
know about epidemiology? We will start with a
definition. Epidemiology can be defined as the
study of the distribution and determinants of
health and illness in populations and of the
action that is necessary to prevent disease and
promote health. Based on this definition,
epidemiology can be differentiated into three

dimensions: in descriptive epidemiology,
studies show how health and illness are distrib-
uted; in analytic epidemiology, research investi-
gates the determinants of health and illness;
and in intervention epidemiology, strategies are
studied to prevent disease and promote health.
We will address all three dimensions in this
chapter.

Following this introduction, we will give an
overview of the distribution of health and ill-
ness, that is, life expectancy in different parts of
the world, its changes over time and the identi-
fication of the diseases that present the greatest
burden today. We will then discuss historical
and theoretical considerations of epidemiologic
research on the determinants of health and ill-
ness, and we will introduce a conceptual model
for an interdisciplinary, socio-psycho-physio-
logical perspective on this issue. After this, we
will present recent and classical findings from
analytic and intervention epidemiology studies,
and will discuss several important controver-
sies. The chapter ends with some final thoughts
on the importance of an interdisciplinary and
‘upstream’ perspective.

2
Epidemiology of Health and Illness:
A Socio-Psycho-Physiological
Perspective

R E I N E R  R U G U L I E S,  B I R G I T  A U S T
A N D  S.  L E O N A R D  S Y M E
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DISTRIBUTION OF HEALTH 
AND ILLNESS

An excellent source of information on the distri-
bution of health and illness is the World Health
Organization of the United Nations (WHO) and
its epidemiologic databank system WHOSIS
(World Health Organization Statistical Inform-
ation System). It is freely accessible through the

World Wide Web (http://www.who.int/whosis).
Among other things, WHOSIS provides infor-
mation on life expectancy, cause of death and
burden of disease in the WHO member states.

Life Expectancy

Table 2.1 shows life expectancy at birth for
the 30 countries with the highest and the 10

Table 2.1 Life expectancy (years) at birth in WHO member states,
estimates for 2000

Men Women

1 Japan 77.5 Japan 84.7
2 Sweden 77.3 Monaco 84.4
3 Andorra 77.2 Andorra 83.8
4 Iceland 77.1 San Marino 83.8
5 Monaco 76.8 France 83.1
6 Switzerland 76.7 Switzerland 82.5
7 Australia 76.6 Italy 82.4
8 Israel 76.6 Spain 82.3
9 San Marino 76.1 Australia 82.1

10 Canada 76.0 Sweden 82.0
11 Italy 76.0 Iceland 81.8
12 New Zealand 75.9 Canada 81.5
13 Norway 75.7 Norway 81.4
14 Greece 75.4 Austria 81.4
15 Malta 75.4 Netherlands 81.0
16 Netherlands 75.4 New Zealand 80.9
17 Singapore 75.4 Belgium 80.9
18 Spain 75.4 Finland 80.9
19 France 75.2 Greece 80.8
20 Austria 74.9 Luxembourg 80.8
21 Cyprus 74.8 Malta 80.7
22 United Kingdom 74.8 Israel 80.6
23 Belgium 74.6 Germany 80.6
24 Germany 74.3 Singapore 80.2
25 Denmark 74.2 United Kingdom 79.9
26 Kuwait 74.2 Ireland 79.7
27 Ireland 74.1 USA 79.5
28 Luxembourg 73.9 Chile 79.5
29 USA 73.9 Slovenia 79.4
30 Cuba 73.7 Portugal 79.3

188 Burkina Faso 42.6 Burkina Faso 43.6
189 Lesotho 42.0 Namibia 42.6
190 Central African Rep. 41.6 Central African Rep. 42.5
191 Democratic Rep. Congo 41.6 Lesotho 42.2
192 Burundi 40.6 Burundi 41.3
193 Zambia 39.2 Rwanda 40.5
194 Rwanda 38.5 Zambia 39.5
195 Mozambique 37.9 Mozambique 39.5
196 Malawi 37.1 Sierra Leone 38.8
197 Sierra Leone 37.0 Malawi 37.8

Data source: WHO (2001). The world health report 2001. Mental health: New understanding,
new hope. Statistical annex, Table 1. Geneva: World Health Organization. Also available at:
http://www.who.int/whr/2001/main/pdf/whr2001.en.pdf (accessed 16 June 2002).
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countries with the lowest life expectancy. The
differences are enormous. A newborn boy in
Japan can expect to live 40 years longer than
his counterpart in Sierra Leone, while a new-
born girl in Japan has an advantage of 47 years
over a girl born in Malawi (World Health
Organization, 2001). It is obvious from the table
that life expectancy is not randomly distributed
around the globe, but follows a distinct pattern.
Almost all of the countries at the top of the
list are highly industrialized, wealthy countries,
with a high gross domestic product per capita
(GDPpC), such as Japan, Australia, New Zealand,
Singapore, Canada and numerous countries of
the European Union. The 10 countries at the
bottom of the list are all non-industrialized
countries in sub-Saharan Africa with very low
GDPpC. However, while the wealth of a country
is in general an excellent predictor of life
expectancy, there are some remarkable excep-
tions. The United States, which has one of the
highest GDPpC in the world, is ranked only 29th
and 27th (males and females respectively) with a
male life expectancy comparable to Cuba and a
female life expectancy comparable to Chile.

Changes in Life Expectancy

One of the most fascinating findings in
research on life expectancy is that it can exhibit

relatively rapid change over time. Figure 2.1
shows changes in female life expectancy
between 1960 and 1990 in Japan, Sweden,
France, and the United States (Evans, 1994;
Schieber, Poullier & Greenwald, 1992). Among
these four countries, Japan had the lowest life
expectancy in 1960, approximately 70 years,
which was 3 years less than the United States
and 5 years less than Sweden. In only 30 years,
Japanese women gained almost 12 years of life
expectancy, surpassing all other countries,
which gained only 5 to 7 years during this
period. Male life expectancy showed a similar
pattern of change during this time period (for
details, see Evans, 1994; Schieber et al., 1992).

The reason for the impressive increase in
Japanese longevity is not clear. Certainly,
genetics cannot be responsible for an increase
in such a short time. Japan does not spend
more money on health services and does not
have more rigorous standards for protecting
the environment from pollution than other
industrialized countries (Evans, 1994; Marmot
& Davey Smith, 1989). Unique features of
Japanese diet (e.g., low in meat, high in fish)
and social relationships (e.g., less individualis-
tic, more group oriented) have been discussed
as possible explanations. However, these diet
and social relationships have not changed
much during the years in which Japan saw this

82

80

78

Li
fe

 e
xp

ec
ta

nc
y 

(y
ea

rs
)

76

74

72

70
1960 1965 1970 1975 1980

Year

1985 1990

Japan Sweden France United States

Figure 2.1 Changes in female life expectancy between 1960 and 1990 in selected countries
[Data source: Schieber, G. J., Poullier, J. P., & Greenwald, L. M. (1992). U.S. health
expediture performance: An international comparison and data update. Health Care
Financing Review, 13, 1–87]
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substantial improvement in life expectancy.
Evans has pointed out that the only thing that
certainly changed was ‘the hierarchical posi-
tion of Japanese society as a whole, relative to
the rest of the world. These observations
demonstrate the extremely large influence of
“macroenvironmental” factors, both social and
physical, on illness patterns. They also show
that disease patterns and health status can
change rapidly, and by a large amount, when
these external factors change’ (1994: 18).

A recent powerful example of how sensitive
life expectancy is to changes in the macro-
environment can be found in Eastern Europe
where countries rapidly transformed from
socialist planned economies to capitalistic
market economies during the 1990s. The most
dramatic changes were observed for the region
that constitutes Russia today, which was a part
of the Soviet Union until 1991. After the
breakup of the Soviet Union, Russia under-
went drastic social and economic changes.
Numerous factories were closed, a large
number of people became unemployed, and the
government was no longer able to pay salaries
to civil servants and pensions to retirees on
time. The average income per capita decreased
by almost two-thirds, while the number of
families living in poverty rose from 2 per cent
to 38 per cent. In addition, public services,
including law enforcement and health
services, were no longer functioning efficiently
(Notzon et al., 1998). The health consequences
of these social and economic changes were
dramatic. In the 5-year period between 1990
and 1994, life expectancy at birth declined for
men from 63.8 to 57.7 years, and for women
from 74.4 to 71.2 years. The mortality rate for
men between the ages of 35 and 44 increased
by almost 100 per cent. Analyses showed that
more than half of the decline in life expectancy
was due to either cardiovascular disease or
fatal injuries, including road traffic accidents,
suicides and homicides (Notzon et al., 1998).

While life expectancy in Russia and in the
whole Soviet Union was already considerably
lower than in Western Europe before 1990 (it
actually slowly declined for men and stagnated
for women from the mid 1960s to the mid
1980s), the decrease of 6.1 years and 3.2 years

for men and women respectively between 1990
and 1994 was unprecedented for an industrial-
ized country in the twentieth century. Several
possible explanations have been discussed in
the literature. Among them are the crumbling
of the health care system, and a deterioration in
health behaviors, especially increases in exces-
sive alcohol consumption, but also the impact
of heightened psychosocial stress, in particular
the experience of loss of control and a rise in
depression and hopelessness (Marmot &
Bobak, 2000; Notzon et al., 1998). These factors
are not mutually exclusive and are probably
connected to each other (e.g., hopelessness may
contribute to binge drinking). A detailed debate
about possible pathways for the declining life
expectancy in Russia and other Eastern European
countries can be found in the special issue of
the journal Social Science and Medicine on ‘The
health crisis in Russia and Eastern Europe’
(Social Science and Medicine, 1 November 2000,
Volume 51, Issue 9).

Cause-Specific Mortality and
Burden of Disease

In addition to life expectancy, statistics on
cause of mortality are important for under-
standing the distribution of health and illness.
Table 2.2 shows data from WHOSIS on causes
of death in Europe and Africa. The two leading
causes of death in Europe are ischemic heart
disease (also called coronary heart disease) and
cerebrovascular disease, followed by cancers of
the respiratory system. In Africa, infectious
diseases are the most dominant cause of death,
especially HIV and AIDS, but also included are
other infectious or infectious-related diseases
like lower respiratory infections, malaria, diar-
rhea (often caused by infections with cholera
and other waterborne pathogens), measles,
and tuberculosis.

Statistics on cause-specific mortality provide
important information to compare the health
status in specific regions and also to analyze
changes over time. However, the usefulness of
these data in understanding the burden of
disease is restricted in two ways. First, these
statistics do not take into account that diseases
often occur at different ages in life. Measles, for
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example, usually occurs in children, while
cardiovascular diseases occur in people of mid-
dle or older age. Therefore, even if more people
in the entire population die of cardiovascular
diseases than of measles, the health impact in
terms of years of lost life might be greater for
measles, because this disease kills people at
much younger ages. A second limitation is that
mortality data do not take into account the suf-
fering and the reduced quality of life from dis-
eases that are not fatal.

A way to create a more sensitive measure of
burden of disease is to measure health in units
of a ‘disability-adjusted life year’ (DALY). This
measure takes account of the severity of each
disease and considers both years of life lost and
years lost to disability (Murray, Salomon &

Mathers, 2000). DALY is defined as ‘a health
gap measure, which combines information on
the impact of premature death and of disabil-
ity and other non-fatal health outcomes. One
DALY can be thought of as one lost year of
“healthy” life and the burden of disease as a
measurement of the gap between current
health status and an ideal situation where
everyone lives into old age free of disease and
disability’ (Murray, Lopez, Mathers & Stein,
2002: 2).

Table 2.3 shows the leading causes of DALYs
for Europe and Africa. In Europe ischemic
heart disease, the leading cause of death, is also
the greatest burden of disease in this region.
However, the relative contribution of ischemic
heart disease to the total burden of disease is

Table 2.3 Leading causes of disability-adjusted life years (DALYs) in the WHO regions of
Europe and Africa, estimates for 2000

Rank European region % total DALYs African region % total DALYs

1 Ischemic heart disease 10.1% HIV/AIDS 20.6%
2 Cerebrovascular disease 6.8% Malaria 10.1%
3 Unipolar depressive disorders 6.0% Lower respiratory infections 8.6%
4 Alcohol use disorders 3.4% Perinatal conditions 6.3%
5 Alzheimer and other dementias 3.0% Diarrheal diseases 6.1%
6 Self-inflicted injuries 2.6% Measles 4.5%
7 Road traffic accidents 2.5% Tuberculosis 2.8%
8 Lower respiratory infections 2.4% Whooping cough 1.8%
9 Hearing loss, adult onset 2.3% Road traffic accidents 1.6%

10 Trachea, bronchus, lung cancers 2.2% Protein-energy malnutrition 1.6%

Data source: Murray, C. J. L., Lopez, A. D., Mathers, C. D., & Stein, C. (2002). The Global Burden of Disease 2000 Project:
Aims, methods and data sources. Paper 36. Available at: http://www3.who.int/whosis/menu.cfm?path=whosis,
burden,burden_gbd2000&language=english (accessed 14 June 2002).

Table 2.2 Leading causes of death in the WHO regions of Europe and Africa,
estimates for 2000

% total % total 
Rank European region deaths African region deaths

1 Ischemic heart disease 24.3% HIV/AIDS 22.6%
2 Cerebrovascular disease 15.4% Lower respiratory infections 10.1%
3 Trachea, bronchus, lung cancers 3.9% Malaria 9.1%
4 Lower respiratory infections 3.0% Diarrheal diseases 6.7%
5 Chronic obstructive pulmonary disease 2.8% Perinatal conditions 5.5%
6 Colon and rectum cancers 2.5% Measles 4.3%
7 Self-inflicted injuries 1.9% Tuberculosis 3.6%
8 Stomach cancer 1.9% Ischemic heart disease 3.1%
9 Cirrhosis of the liver 1.8% Cerebrovascular disease 2.9%

10 Hypertensive heart disease 1.6% Road traffic accidents 1.6%

Data source: Murray, C. J. L., Lopez, A. D., Mathers, C. D., & Stein, C. (2002). The Global Burden of
Disease 2000 Project: Aims, methods and data sources. Paper 36. Available at: http://www3.who.int/whosis/menu.
cfm?path=whosis,burden,burden_gbd2000&language=english (accessed 14 June 2002).
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smaller (10.1 per cent, see Table 2.3) than its
contribution to total mortality (24.3 per cent,
see Table 2.2). We can also see that unipolar
depressive disorders, which do not play an
important role for mortality, rank third in
burden of disease in Europe. In Africa, on the
other hand, the leading causes of death have a
similar strong impact on the total burden of
disease. In addition to infectious diseases that
have been known in Africa and other places for
a long time like malaria, measles and tubercu-
losis, in recent years AIDS has taken a huge toll
in Africa. Especially in the sub-Saharan coun-
tries AIDS has a devastating effect. Decades of
slow progress in life expectancy have been
erased by this epidemic. A recent United
Nation Report estimates that the average life
expectancy in sub-Saharan Africa which is cur-
rently 47 years would have been 62 years with-
out AIDS (UNAIDS, 2002).

Changes in Cause-Specific 
Mortality over Time

The construct of disability-adjusted life years is
a fairly recent innovation and cannot therefore
be used to analyze changes in health during the
last century. To do this, one has to rely on
datasets dealing with cause-specific mortality.
Figure 2.2 shows how the causes of death have
changed in the United States between 1900 and
1970 (McKinlay, McKinlay & Beaglehole, 1989).
In 1900, around 40 per cent of all deaths were
due to the 11 major infectious diseases (tuber-
culosis, measles, whooping cough, pneumonia,
typhoid, smallpox, scarlet fever, diphtheria,
influenza, poliomyelitis, and acute digestive
infections). During the century their contribu-
tion decreased to 10 per cent, while at the same
time the mortality from the three major chronic
diseases (heart disease, cancer, and stroke) rose
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Figure 2.2 The changing contribution of chronic and infectious conditions to US total
mortality [Adapted from McKinlay, J. B., McKinlay, S. M., & Beaglehole, R. (1989)
A review of the evidence concerning the impact of medical measures on recent
mortality and morbidity in the United States. International Journal of Health Services,
19, 181–208. © Baywood Publishing Company, with permission]
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from 20 to 60 per cent of all causes of death.
This clear trend from infectious to chronic dis-
eases, which was also seen in the other industri-
alized countries in the twentieth century, is
called the ‘epidemiologic transition’. Interestingly,
medical treatment and vaccination played only
a limited role in the epidemiologic transition,
which indicates that medicine is only one of
several factors that influence the health of a
population (McKinlay et al., 1989).

DETERMINANTS OF HEALTH AND
ILLNESS: HISTORICAL AND
THEORETICAL CONSIDERATIONS

In this section we will give a brief overview and
critique of past and contemporary analytic and
intervention epidemiology by contrasting a
population with an individual perspective. After
this, we will present an interdisciplinary socio-
psycho-physiological framework that shows how
societal, psychological, and physiological factors
interact as determinants of health and illness.

The Population and the Individual
Perspective in Epidemiology

In a seminal article, Geoffrey Rose pointed out
that the determinants of health and illness are
very different, depending on whether one
takes an individual or a population perspec-
tive (Rose, 1985). The individual perspective
asks why some individuals contract a specific
disease, whereas the population perspective
inquires why certain health conditions are
more frequent in one population than in
another. Rose explained the difference
between the two approaches by using the
example of systolic blood pressure in middle-
aged men in Kenyan nomads and London civil
servants. In both populations, blood pressure
is more or less normally distributed, so most
people are clustered around the mean, while
only a few per cent have very high or very low
blood pressure. However, the mean is very
different in the two populations: it is around
120 mmHg among Kenyan nomads but around
130 mmHg among London civil servants.

A blood pressure of 140 mmHg, which is
relatively close to the mean in the London
population, would be considered very high in
the Kenyan population. While research on the
individual determinants of high blood pres-
sure might reveal the same individual factors
in both populations (e.g., genetics or health
behaviors), these individual factors would
not explain why blood pressure in general is
so much higher among the London civil
servants. This can be understood only by study-
ing differences in the environment of these
populations.

The population perspective in
epidemiology from the eighteenth to the
early twentieth century

The question of how the environment impacts
on the health of populations was the main
focus of epidemiology when it began to estab-
lish itself as an empirical research discipline
during the time of the Enlightenment and
industrialization in the Europe of the eigh-
teenth and nineteenth centuries. Among the
first scholars in this field were Johann Peter
Frank (1745–1821), author of the voluminous
A system of complete medical police (Frank,
1786/1976); Rudolf Virchow (1821–1902),
who reported on the social causes of the
typhus epidemic in Upper Silesia (Taylor &
Rieger, 1985; Virchow, 1849/1968); and
Friedrich Engels (1820–1895), who described
the ‘condition of the working class in England’
and its effect on health (Engels, 1845/1987). An
important institution in early epidemiologic
research was the British Registrar General of
Births, Deaths, and Marriages that started
under the leadership of the great pioneering
statistician and epidemiologist William Farr
(1807–1883) to collect and analyze statistical
information on mortality in the 1830s (Hamlin,
1995; Susser & Adelstein, 1975).

One of the most famous epidemiologic
findings in the nineteenth century was the dis-
covery by the British physician John Snow
(1813–1858) that cholera is transmitted
through polluted water. Based on careful
record-taking and meticulous field research
during the cholera epidemics in London in the
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early 1850s, he discovered that deaths from
cholera occurred substantially more often in
houses that obtained their water from the
Southwark and Vauxhall Company as opposed
to the Lambeth Company. Since Southwark
and Vauxhall drew their water from parts of
the Thames river that was heavily polluted
with sewage, Snow concluded that polluted
drinking water was the cause of the cholera
epidemic (Snow, 1855). He came to this con-
clusion during a time when the germ theory
was still controversial and 30 years before
Robert Koch discovered Vibrio cholerae, the
bacterium that causes the disease.

While early epidemiologic research mainly
focused on the effects of material living condi-
tions and sanitation, there was also research on
the health effects of the psychosocial environ-
ment. A landmark study in this regard was
Émile Durkheim’s (1858–1917) investigation
on suicide in France in the 1890s (Durkheim,
1897/1951). At this time, suicide rates were
higher for Protestants than for Catholics,
higher for the unmarried than for the married,
and higher in times of economic instability
(either recession or prosperity) than in times
of economic stability. Durkheim argued that
while individuals have many different reasons
for committing suicide, the differences among
the social groups have to be explained by social
factors. He reasoned that if different groups
have different suicide rates, there must be
something about the social organization of the
groups that encourages or deters individuals to
take their life. Durkheim’s research led him to
conclude that the major factor affecting suicide
rates was the degree of social integration of
groups. He suggested that the extent to which
the individual was integrated into group life
determined whether he or she would be moti-
vated to commit suicide. His research and
writings contributed substantially to the devel-
opment of sociology as an empirical science.

The population perspective in epidemiology
in the eighteenth and nineteenth centuries was
crucial for the understanding of how infectious
diseases are transmitted and led to important
public health reforms and improvements in
living conditions. As a result, morbidity and
mortality from infectious diseases declined

sharply in industrialized countries, as we have
seen in Figure 2.2. Contrary to a still widely
held belief, medicine (that is primarily vaccina-
tion and treatment) played only a limited role
in the decline of infectious diseases. While vac-
cination was very important for the contain-
ment of smallpox or poliomyelitis, it had less
impact on the decline of several other diseases.
This was impressively shown by Thomas
McKeown in his famous book The role of med-
icine: Dream, mirage, or nemesis? (1979).
Tuberculosis, the major cause of death in the
eighteenth century, declined long before the
tubercle bacillus was discovered and any vacci-
nation or treatment was available (Figure 2.3).
McKeown stressed that improvements in gen-
eral living conditions and especially in nutri-
tion were the major factors explaining the
decline. It has also been argued that due to
socioeconomic changes fertility had declined,
which resulted in increased spacing between
births and reduced infection rates (Frank,
1995a; Reves, 1985). Others have pointed out
that public health interventions, such as
improvements in water sanitation, contributed
to the decrease in tuberculosis deaths, because
people were less infected with other pathogens
and became more resistant against the tubercle
bacillus (Szreter, 1988). Regardless of this dis-
cussion on the relative contribution of general
living conditions and specific public health
interventions, it is clear that vaccination
and medical treatment were not important
factors in the decline in tuberculosis since 1840
(Figure 2.3). Similar patterns can be seen for
several other important infectious diseases, such
as measles, pneumonia, and whooping cough
(McKeown, 1979; McKinlay et al., 1989).

The individual perspective in risk factor
epidemiology in the second part of the
twentieth century

While infectious diseases declined, chronic dis-
eases like coronary heart disease, cerebrovascu-
lar disease and cancer became an increasing
public health concern in wealthy, industrialized
countries during the twentieth century.
Epidemiologic research naturally followed this
change. The focus in epidemiology shifted from
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environmental determinants of population
health to individual factors that increase the
risk of chronic disease. As a result, ‘risk factor
epidemiology’ became the dominant paradigm.

A risk factor is usually defined as ‘an aspect
of personal behavior or life-style, an environ-
mental exposure, or an inborn or inherited
characteristic, which on the basis of epidemio-
logic evidence is known to be associated with
health-related condition(s) considered impor-
tant to prevent’ (Last, 1995: 48). The word
‘associated’ indicates that the relationship
between a risk factor and a health condition is
of a statistical nature. A factor is regarded as a
risk factor if its presence increases the proba-
bility of the incidence of the health condition
and if this association holds after other poten-
tial biasing factors (so-called ‘confounders’)
are controlled for. It is important to note that a
risk factor is not a cause in the classical philo-
sophical and epistemological sense. A risk
factor is not a necessary factor, because the
health-related condition could appear even
without its presence. And it is also not a
sufficient factor, because even if the risk factor
is present, the health problem might not occur.
Rather, people who are exposed to a risk factor
have a higher probability, called ‘relative risk’,
of developing a health-related condition than
people who are not exposed.

To investigate risk factors, epidemiologists
usually use observational, that is non-
experimental, studies. The three main types of
observational studies are: (1) cross-sectional
studies, which assess risk factors and health
outcomes at the same time in a sample; (2)
case-control studies, which compare the fre-
quency of risk factors in individuals with the
disease to individuals without the disease; and
(3) prospective studies, also called longitudinal
or cohort studies, which measure the presence
or absence of a risk factor in a healthy sample
and follow the participants for some time until
some of them have developed the health out-
come of interest. Among observational studies,
prospective studies are the most powerful
for investigating the causal relationship between
a risk factor and an outcome because, by
design, the presence of the risk factor is estab-
lished before the incidence of the disease.
However, prospective studies usually require
large resources and are often difficult to
conduct, especially if the disease under study is
relatively rare.

Calculating measures of
association

Table 2.4 gives an example of how relative
risks and other measures of association are
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Figure 2.3 Changes in mean annual death rates for respiratory tuberculosis in England and
Wales between 1840 and 1970 [Adapted from McKeown, T. (1979). The role of
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calculated in a prospective study. The data
used in this example are based on the classical
study by Richard Doll and A. Bradford Hill on
causes of death from smoking (Doll & Hill,
1956; Doll & Peto, 1976); however, for clarifi-
cation and simplification, the data have been
somewhat modified.

In the example, the smoking status in a
cohort of 100,000 people is assessed, revealing
that 40 per cent are cigarette smokers while the
other 60 per cent are non-smokers. After a
1-year observation period, it is established that
520 subjects have died because of coronary
heart disease, 270 among the 40,000 smokers
(incidence rate = 0.00675) and 250 among
the 60,000 non-smokers (incidence rate =
0.00417). The ratio between the incidence rates
of smokers and non-smokers is 1.62, which
indicates that smokers have a 1.62-fold higher
risk of dying from coronary heart disease than
non-smokers. To determine if this difference is
substantial or just caused by chance, a confi-
dence interval is calculated which, by conven-
tion, is based on a 95 per cent confidence level.
The confidence interval gives the range in
which we can expect the true value. In the
example, the 95 per cent confidence interval is
1.36 to 1.92, which means that if this study was

repeated, 95 times out of 100 the relative risk
would be between these lower and upper
boundaries (see Hennekens & Buring, 1987:
254–256, for formulas to calculate confidence
intervals). Since the confidence interval in this
example does not include values smaller than
1, we assume that the higher risk of coronary
death among smokers is not due to chance.

The two other measures of association pre-
sented in Table 2.4 are the attributable risk frac-
tion and the population attributable risk
fraction. The first indicates the percentage of
cases that could be prevented among the
exposed, if they were not exposed. In our exam-
ple, 38 per cent of coronary deaths among
smokers would not have occurred if the smok-
ers did not smoke. The population attributable
risk fraction gives the percentage of cases that
could be prevented among the whole population
if no one in the population was exposed. We
can conclude from the data in Table 2.4 that
20 per cent of all coronary deaths would have
been avoided if no one in the population smoked.

The relative risks or rate ratios in Table 2.4
are only one of several ways to calculate risks
in exposed groups. Other measures of rela-
tive risks are incidence density ratios, which
take person time into account; odds ratios,

Table 2.4 Smoking and coronary death: calculation of measures of association

Coronary death

Yes No Total

Yes 270 39,730 40,000
Cigarette smoker No 250 59,750 60,000 

Total 520 99,480 100,000

Relative risk:

incidence exposed (270/40,000)= = 1.62
incidence unexposed (250/60,000)

Attributable risk fraction:
incidence exposed − incidence unexposed = (270/40,000) − (250/60,000) = 0.38 or 38%

incidence exposed (270/40,000)

Population attributable risk fraction:
total incidence − incidence unexposed = (520/100,000) − (250/60,000) = 0.20 or 20%

total incidence (520/100,000)

Data adapted and modified from: Doll, R., & Peto, R. (1976). Mortality in relation to smoking: 20 years’ observations on
male British doctors. British Medical Journal, 2(6051), 1525–1536.
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which are used in case-control studies; and
hazard rate ratios, which are based on the Cox
proportional hazards model. For description
and discussions of these and other methodo-
logical aspects of epidemiology, see the textbook
Epidemiology in medicine by Hennekens and
Buring (1987). For more in-depth information
on methodological features see Epidemiologic
research: Principles and quantitative methods by
Kleinbaum, Kupper and Morgenstern (1982)
or Modern epidemiology by Rothman and
Greenland (1998b).

A crucial issue in the interpretation of any
effect size is how much of the association
between risk factor and outcome is biased by
confounding. A confounder is a factor that is
associated with the risk factor and indepen-
dently affects the likelihood of the outcome.
For example, suppose one finds an increased
risk of myocardial infarction among people
who drink coffee compared to coffee abstain-
ers. Suppose also that coffee drinkers are more
likely to be smokers than are non-coffee
drinkers. In this case, it is not clear if the higher
risk of myocardial infarction is due to coffee
consumption or to the higher smoking rates
among coffee drinkers.

The problem of confounding is usually
addressed by multivariate analysis, which allows
us to adjust for possible confounding effects and
to calculate a relative risk that is independent of
the confounder. Multivariate analysis is a pow-
erful tool for controlling confounders and is a
standard procedure in epidemiology today.
However, there are two major limitations. First,
one can obviously only control for variables that
have been measured in the study. Second, one
has to conceptually clarify whether a variable is a
confounder or a step in the causal pathway. For
example, studies that investigate the impact of
psychosocial stressors at the workplace on the
risk of myocardial infarction usually control for
high blood pressure. This is the correct proce-
dure if one wants to isolate the independent
effects of psychosocial stressors. However, there
is evidence that psychosocial stressors at the
workplace are a cause of high blood pressure,
which then subsequently increases the risk
of myocardial infarction (Schnall, Belkic′,
Landsbergis & Baker, 2000; Schnall, Schwartz,

Landsbergis, Warren & Pickering, 1998). In this
case, blood pressure is not a confounder, but an
intermediate step in the causal pathway between
psychosocial workplace stressors and myocar-
dial infarction. Adjusting for blood pressure in
multivariate analyses would therefore lead to an
underestimation of the effects of psychosocial
workplace stressors on myocardial infarction.

The limitations of risk factor
epidemiology

Risk factor epidemiology has discovered some
important determinants of health in the
twentieth century. Probably the greatest success
was the investigation of the causal association
between smoking and lung cancer. Epidemio-
logists were able to show that smokers have
a 14- to 20-fold higher risk of lung cancer than
non-smokers, that there is a dose–response
relationship between the number of cigarettes
smoked per day and lung cancer risk, and
that smoking is responsible for more than
90 per cent of all lung cancer cases in the
general population (Doll & Hill, 1956; Doll &
Peto, 1976).

Unfortunately, the success epidemiologists
had in linking smoking to lung cancer is the
exception not the rule. Consider, for example,
the case of coronary heart disease, the leading
cause of death in North America and Europe.
Beginning with the famous Framingham
Study that started in 1948 (Dawber, 1980),
numerous prospective studies have been con-
ducted to identify the risk factors that cause this
disease, especially in middle adulthood before
the age of 65. While hundreds of factors have
been discussed as possible causes of coronary
heart disease, the four factors virtually everyone
agrees on are smoking, hypertension, diabetes
and elevated serum cholesterol, also called
‘conventional risk factors’. The predictive
validity of these factors is limited, however.
Each of these factors is usually associated with
a 1.5- to 3-fold increased relative risk, depend-
ing on the cut-off points for the reference
group and the group at highest risk (Keil &
Spelsberg, 1995; Schnohr, Jensen, Scharling &
Nordestgaard, 2002). This is not trivial, but
compared to the 14- to 20-fold increase of lung
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cancer for smokers, the strength of association
is moderate at best. Each single risk factor also
explains only a relatively small amount of the
total variation in coronary heart disease, and
it is still debated how large is the contribution
of the combination of these risk factors to
CHD incidence (Braunwald, 1997; Canto &
Iskandrian, 2003; Hennekens, 1998; Marmot &
Winkelstein, 1975; Stamler, 1981). Moreover, it
is widely agreed that the four conventional risk
factors are widespread in industrialized coun-
tries and that it remains unclear why some
people with these risk factors develop coronary
heart disease and others do not.

The failure of intervention
programs to modify behavioral
risk factors

The dominance of the risk factor model gave
rise to several large-scale intervention studies
that were aimed at reducing smoking, improv-
ing diets, and increasing physical activity. One
of the largest and most ambitious of such inter-
vention studies was the Multiple Risk Factor
Intervention Trial (MRFIT), which was primar-
ily conducted to reduce the risk of coronary
heart disease. This study involved almost 13,000
middle-aged men with a distinct coronary risk
factor profile (men who smoked, who had ele-
vated cholesterol levels and who had high blood
pressure), but who had no signs of manifest
coronary heart disease. These men were ran-
domized to either a usual care group or a special
intervention program designed to promote
health behaviors (smoking cessation, dietary
changes, blood pressure control). Given the
intensity of this behavioral modification pro-
gram and the substantial resources invested, the
outcome was disappointing. The evaluation of
the program after 7 years of follow-up showed
only modest behavior changes in the interven-
tion group and revealed that the intervention
did not reduce either total mortality or mortal-
ity from coronary heart disease (Multiple
Risk Factor Intervention Trial Research Group,
1981, 1982).

The disappointing results of the MRFIT
study and other one-to-one behavior change
programs led to the development of community

intervention trials in which entire communities
were encouraged to change their health behav-
iors. The aim was to raise public awareness of
risk factors mainly for coronary heart disease
and to change risk-related behaviors through
public education, education of health profes-
sionals, and environmental change programs
(Altman, 1995; Sorensen, Emmons, Hunt &
Johnston, 1998). In these trials the focus was
shifted from individual to population risk.
Instead of trying to achieve large changes in the
health behavior of a few high-risk individuals,
the aim of these studies was to achieve small
changes in behavior across an entire population.

While a Finnish community intervention
trial, the North Karelia Project (Puska et al.,
1983), showed a substantial reduction in
smoking rates, serum cholesterol levels, and
blood pressure, other studies like the Stanford
Five City Project (Farquhar et al., 1990), the
Minnesota Heart Health Program (Luepker
et al., 1994), the Pawtucket Heart Health
Program (Carleton, Lasater, Assaf, Feldman &
McKinlay, 1995) and the Göteborg Primary
Prevention Trial (Wilhelmsen et al., 1986)
found only small changes or found that parti-
cipants in both the intervention and the control
group had changed their behavior in a similar
way. Moreover, when further analyses on the
subsequent manifestation of cardiovascular
disease were conducted in Pawtucket (Luepker
et al., 1996) and Göteborg (Wilhelmsen et al.,
1986), no differences in incidence rates
between intervention and control groups were
found (for a review of these and other studies,
see Sorensen et al., 1998).

Several reasons have been discussed for these
disappointing results of behavioral modification
programs. It has been pointed out that these
programs ‘decontextualize’ health behaviors,
that is, they overlook how behavior is culturally
and structurally maintained. It has been shown
that in low-income neighborhoods smoking is
less regulated, nutritious food is more expen-
sive and difficult to get, recreational areas are
more sparse and less safe, environmental toxins
are more present, and preventive and curative
services are harder to access (Kaplan, Everson &
Lynch, 2000; Morland, Wing, Diez Roux &
Poole, 2002; Sooman, Macintyre & Anderson,
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1993). In addition, researchers have pointed
out that for people of low socioeconomic posi-
tion, smoking is often a rational way of coping
with exposure to economic hardships and 
psychosocial stressors because it is of low cost
and easily accessible (Emmons, 2000). A quali-
tative study on socioeconomic position and
smoking in Britain concluded that low-income
women who also had to care for children or
other family members had exhausted the adap-
tive capacity needed to quit smoking (Graham,
1994). It has also been pointed out that for
people of lower socioeconomic position, smok-
ing often offers a way to spend time with
friends and therefore increases social support
(Emmons, 2000).

Obviously, behavior modification programs
do not address the structural determinants of
behavior. And since the underlying forces in
society that contribute to problematic health
behaviors are not addressed, these programs
fail to prevent new people (e.g., children or
young adults) from entering the at-risk popu-
lation. Furthermore, behavior modification
programs do not take into account that
chronic diseases are multifactorial and that
health behaviors are only one of several factors
that determine health and illness.

A Socio-Psycho-Physiological
Framework of Health and Illness

The failure of intervention programs to
improve health through behavioral modifica-
tion, the substantial variation of coronary heart
disease that remains unexplained despite 50
years of intense research, and the fact that we
know even less about the determinants of other
widespread chronic health conditions, like
most cancers, cerebrovascular disease, diabetes,
hypertension, musculoskeletal disorders or
psychological disorders, are becoming more
and more recognized. As a result, risk factor
epidemiology, and especially its reductionist
perspective and its focus on individual biologi-
cal (e.g., genetics, cholesterol) and behavioral
factors (e.g., smoking, lack of exercise), has
come under increasing criticism (Krieger, 1994;
Pearce, 1996; Shy, 1997; Susser & Susser, 1996a,
1996b). It has been pointed out that in order to

further enhance the understanding of the
causes of disease and develop effective inter-
ventions, an interdisciplinary perspective that
integrates social, psychological, and biological
factors is needed (Frank, 1995a, 1995b). While
individual risk factors are important, they have
to be included in a broader framework and be
connected with a population perspective – the
perspective epidemiology had in its early
history. Or, as Neal Pearce (1996) put it, epi-
demiology has to ‘go back to the future’.

Figure 2.4 shows a conceptual model for an
interdisciplinary understanding of health and
illness. Similar models have been suggested by
distinguished scholars like Aaron Antonovsky
(1979), George Engel (1977), Robert Evans and
Gregory Stoddart (1990), Clyde Hertzman
(1999), George Kaplan (1999), and Michael
Marmot (1996).

We call the conceptual model in Figure 2.4 a
socio-psycho-physiological framework, because
in our view this term better expresses the hier-
archical relationship between the social struc-
ture, psychological states and processes, and
physiological reactions than the more com-
mon term biopsychosocial (Engel, 1977). On
the very top of this hierarchy, one finds the
social and economic structure of a society, in
particular its wealth and how this wealth is dis-
tributed. The ownership and control of the
means of production, the balance of power
between capital and labor, and the ability of a
society to regulate and restrict market forces
and to invest in public goods are important
issues at this level.

The next level shows the material and
psychosocial environment of individuals,
which is the direct result of the social and eco-
nomic structure of the society. Here, one can
find the concrete living conditions of the indi-
viduals in their communities, at their work-
places and in their social relationships. These
living conditions affect health and illness
through three pathways.

Pathway A directly connects the living con-
ditions, and especially the material environ-
ment, with health and illness. From a global
perspective this is probably the pathway with
the strongest impact. As we have discussed
above, poverty is one of the most important
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determinants of health. According to recent
data from the World Bank, 1.2 billion people
live on less than 1 US dollar and 2.8 billion live
on less than 2 US dollars a day (World Bank,
2002). People living in this extreme poverty
often do not have access to basic resources
(e.g., nutritious food, clean drinking water,
adequate shelter) that are crucial for maintain-
ing health. The fact that children in Western
Europe today usually are unharmed when
exposed to measles infections, whereas in
Africa more than 440,000 children died from
this disease in the year 2000 (WHOSIS, 2002),
has little to do with the virus, and much to do
with the malnutrition, the general poor living
conditions and the lack of health care for
children in Africa. But also in wealthy coun-
tries, material living conditions are an impor-
tant determinant of health (Shaw, Dorling &
Davey Smith, 1999). In the United States, for
example, 44 million people do not have health
insurance and subsequently face higher risks
for suffering and dying from numerous dis-
eases (Lurie, 2001).

Pathway B shows how the environment con-
tributes to health and illness through health-related
behaviors of individuals. Research has shown
that smoking, excessive alcohol consumption,

lack of leisure time physical activity, and
diets high in fat and low in vegetables and fruits
are important contributors to many diseases
(McGinnis & Foege, 1993). These health behav-
iors are not simply individual choices, but are
influenced by the social and economic structure
and encouraged or discouraged by forces in the
environment. People of low socioeconomic
position, for example, are more likely to smoke
and less likely to eat fruits and to be engaged in
leisure time physical activity (Emmons, 2000).
The causes for this are multifactorial, including
differences between socioeconomic groups in
health norms, the value and conceptual under-
standing of health, and the perceived amount of
control over one’s health, as well as the presence
or absence of health-damaging and health-
enhancing agents and resources in the areas in
which people of different socioeconomic posi-
tions live (Emmons, 2000; Frohlich, Potvin,
Chabot & Corin, 2002; Frohlich, Potvin, Gauvin
& Chabot, 2002; Kaplan et al., 2000; Lynch,
Kaplan & Salonen, 1997; Macintyre, MacIver &
Sooman, 1993; Morland et al., 2002; Sooman
et al., 1993).

Pathway C explains how the environment
affects health and illness through psychological
and physiological processes, also called stress

Social and economic structure

P o p u l a t i o n  a n d  i n d i v i d u a l  h e a l t h  a n d  i l l n e s s

Material and psychosocial environment

Interaction
Individual factors

(personality aspects, genes)(communities, workplaces, social relationships)

Health-related
behaviors

Psychological processes
(negative cognitions and emotions)

Physiological processes
(psychoneuroendocrinological and
psychoimmunological activity)

A B C D

Figure 2.4 A hierarchical socio-psycho-physiological framework of health and illness
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reactions. This is probably the most controversial
pathway. Here, it is assumed that adverse psycho-
social and material living conditions (chronic
stressors), like the daily struggle to make ends
meet, low job security, or the continuous expe-
rience of lack of control over important aspects
of one’s life, increase the probability of chronic
negative cognitions and emotions like depres-
sive mood, hopelessness, or hostility. These neg-
ative cognitions and emotions influence health
in two ways. First, they increase the likelihood of
problematic health behaviors. For example, it
has been found that both hostility and depres-
sion are associated with higher smoking rates
and less physical activity (Allgöwer, Wardle &
Steptoe, 2001; Scherwitz & Rugulies, 1992).
It has also been shown that psychosocial work-
ing conditions can influence smoking rates
(Albertsen, Hannerz, Borg & Burr, 2004).
Second, psychological states and processes seem
to be associated with an increase in psychoneuro-
endocrinological and psychoimmunological
activity, especially dysregulations of the auto-
nomic nervous system and the hypothalamic–
pituitary–adrenal axis (Carney & Freedland,
2000; Henry & Stephens, 1977; Kaplan, Manuck,
Adams, Weingand & Clarkson, 1987; Musselman,
Evans & Nemeroff, 1998; Weiner, 1992). These
dysregulations have been found to be associated
with hemodynamic changes (Christensen &
Smith, 1993), diminished heart rate variabi-
lity (Stein et al., 2000), metabolic changes
(Schneiderman & Skyler, 1996), and decreased
functioning of the immune system (Cohen,
Tyrrell & Smith, 1991).

In addition to these three main pathways
that have their origins in the social and eco-
nomic structure of society, we have added a
fourth pathway (D) to Figure 2.4 that takes indi-
vidual factors into account. In our definition,
individual factors include both genes and per-
sonality factors. Genetic defects can directly
and independently cause diseases, for example
Down syndrome, which is caused by trisomy-
21. However, at the current stage of knowledge,
it seems that purely genetically determined dis-
eases are rare. Instead, many scientists assume
today that diseases are often caused by an inter-
action between genetics and the environment.
A classic example of this is phenylketonuria.

This disease is caused by a genetic defect that
disables the body in converting the amino acid
phenylalanine to tyrosine, which usually leads
to severe mental retardation. However, if new-
borns with this genetic defect are fed a special
diet free of phenylalanine, they live normal
healthy lives. This is an example of how a dis-
ease can be both 100 per cent genetic and 100
per cent environmental (Rothman & Greenland,
1998a). Without the genetic defect, the disease
would not occur, but it would also not occur in
a phenylalanine-free environment. In fact, in
such an environment, the inability to process
phenylalanine would not even be considered a
defect. The genetic composition makes the
individual vulnerable, but this vulnerability has
health consequences only under certain environ-
mental conditions. It is possible that this kind of
interaction is true for many diseases for which
we today know neither the genetic nor the envi-
ronmental causes, let alone how they interact.

Another aspect of the interaction between
individual factors and environment has been
shown by the research of Boyce and his group
(Boyce, Chesney, Alkon & Tschann, 1995; Boyce,
Chesterman, Martin & Folkman, 1993; Liang &
Boyce, 1993). In their work, they have found
that some young children show a substantially
higher physiological reactivity to environmen-
tal stimuli than other children. This high reac-
tivity could be a product of an interaction
between genetics and very early, perhaps even
prenatal, life experiences (Liang & Boyce,
1993). Whatever the cause, once it is estab-
lished, the high-reactivity pattern seems to be a
stable trait of these children. Interestingly,
Boyce and colleagues found that children with
high reactivity are more likely to sustain
injuries (Liang & Boyce, 1993) and respiratory
infections (Boyce et al., 1993) when exposed to
high-stress situations in childcare. However, in
low-stress situations, these children have lower
injury and infection rates than children with
more average physiological reactivity, an
impressive example of how the interaction of
individual and environmental factors influ-
ences health (Liang & Boyce, 1993).

Like most conceptual models, the framework
presented in Figure 2.4 is oversimplified. One
could argue that most arrows could also go in
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the opposite direction, because people who are
sick might be prone to negative emotions
which could affect their material and psychoso-
cial environment (e.g. job loss, withdrawal
from friends). We acknowledge that such a
reverse causation exists to a certain extent.
However, over the last two decades for most
diseases epidemiological research has convinc-
ingly shown that the causal direction does
indeed go from the social structure to the dis-
ease and not the other way around (Blane,
Davey Smith & Bartley, 1993; Macintyre, 1997).

While the conceptual model is oversimpli-
fied, it is on the other hand too complex to be
tested in a single empirical study. Instead, the
model should serve as a framework for more
specific empirical research projects. In the fol-
lowing sections, we will discuss how findings
from major epidemiological research studies
fit into this framework.

THE IMPACT OF THE SOCIAL
AND ECONOMIC STRUCTURE ON
HEALTH AND ILLNESS

The analysis of societal structures is a core
research subject in sociology, but it is also an
important theme in philosophy and econom-
ics. Obviously, it is beyond the scope of this
chapter to discuss even peripherally the very
complex and controversial debates within
these disciplines. However, with oversimplifi-
cation, we think that it can be cautiously said
that contemporary discussions about the
structure of society are still strongly influenced
by two schools of thought from the middle of
the nineteenth century. The first school of
thought is based on the political-economic
analysis of Karl Marx (1818–1883), with its
central focus on the class structure of society.
According to Marx, modern societies are
divided between the few who own and control
the means of production and the vast majority
of people who do not. Ownership of the means
of production gives the individual power,
control, dominance and the ability to exploit
other members of the society. Exploitation
defines the relationship of the two classes, which
is therefore necessarily antagonistic and

confrontational. The individuals themselves,
their inner structure, their thinking, feelings
and actions are shaped by their position in the
production process, by their general position
as an exploiter or an exploited, and also by
their more specific position as a factory
worker, a clerk, a factory owner, a stockholder,
a petit bourgeois, a researcher and so on
(Johnson & Hall, 1995; Marx, 1867/1981).

The second major school of thought in
understanding the structure of society is based
on the work of Max Weber (1864–1920). In
this view, social class is defined not by owner-
ship of the means of production, but by
common characteristics of individuals, like
education, assets, or values, that determine
their ‘life chances’ and their success in the
market place (Abel, 1991; Lynch & Kaplan,
2000; Weber, 1922/1968). The Weberian tradi-
tion is more descriptive than the Marxian; it
focuses less on the origins of social differences
between individuals and more on the conse-
quences of these differences. However, it is
important to note one major agreement: both
approaches view societies as hierarchically
organized structures, in which some groups
are privileged.

As a positivistic science, epidemiology usu-
ally follows the Weberian approach and inves-
tigates the health status of different social
groups in the societal hierarchy, while interest
in the origins of the social structure is less
prevalent (for notable exceptions, see Johnson &
Hall, 1995; Muntaner, Lynch & Oates, 1999;
Navarro, 1990). The construction of social
groups is mostly conducted by relatively simple
and quantifiable characteristics such as years
and highest degree of education, amount of
income or type of occupation. Different terms
are used by researchers for the resulting social
hierarchy, like social classes, social strata,
socioeconomic statuses or socioeconomic
positions. Sometimes these terms are inter-
changeable, while sometimes a specific con-
ceptual or historical reference is intended. In
this chapter, we use the term socioeconomic
positions, in accordance with the definition by
Lynch and Kaplan that social and economic
factors ‘influence what position(s) individuals
and groups hold within the structure of society’
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and are therefore indicators ‘of location in the
social structure that may have influences on
health’ (2000: 14).

Socioeconomic Position and Health

Following the Weberian school of thought,
epidemiologists have hypothesized that people
at higher positions have better chances of good
health. Those who had only a few years of edu-
cation, have low income or are manual workers
are thought to be more likely to be exposed to
health hazards and less likely to have access to
health-protecting or health-enhancing resources
than their counterparts at higher positions
(Lynch & Kaplan, 2000).

A dramatic example of the impact of socio-
economic position on life chances is the sinking
of the Titanic. When on 14 April 1912 the
Titanic rammed an iceberg on her maiden
voyage from Southampton to New York, 817 of
the 1,316 passengers and 673 of the 885 crew
members died, according to the official record
(Dawson, 1995). Survival was exclusively deter-
mined by access to the limited number of
lifeboats, since the icy temperature of the
Atlantic made it impossible to stay alive in the
water until the rescue ship arrived. Figure 2.5
shows the probability of dying for passengers
according to cabin class, stratified for men,

women and children. Men were much more
likely to die, which is explained by the belief
that women and children should have priority
access to lifeboats. However, there was also a
strong effect of socioeconomic position. A third
of the men traveling in the first cabin class
survived the tragedy, while among passengers
in second and third cabin class, the proportion
of survival was only 8 and 16 per cent respec-
tively. Compared to women traveling in the
first class, women in the second class had a
5-fold higher and women in the third class a
strikingly 19-fold higher risk of dying. No child
died in the first or second class, while two-
thirds of the third class children did not survive,
a death toll comparable to men in the first class
(Dawson, 1995).

While socioeconomic position defined by
cabin class was a crucial determinant of access
to life-saving resources on the Titanic, one
might wonder if socioeconomic position
defined by such simple measures as education,
income or occupation is of importance for
health and illness. It is. In a brilliant review,
Antonovsky (1967) showed that anecdotal evi-
dence of a shorter life expectancy for people of
lower socioeconomic position can be tracked
back to as early as the twelfth century. A major
breakthrough for the statistical analysis of
social inequalities in health was the decision by
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the British Registrar General of Births, Deaths,
and Marriages to record type of occupation on
death certificates in the 1850s (Macintyre,
1997). In the 1911 to 1921 census the Registrar
General’s Social Classes system was developed
which classified occupations in six groups:
classes I (highest), II, III non-manual, III
manual, IV, and V (lowest) (see Table 2.5).
This simple classification scheme is still in
place and laid the foundation for one of
the most famous modern-day research pro-
jects on socioeconomic position and health,
the Black Report (Department of Health and
Social Security, 1980; Townsend & Davidson,
1982).

The Black Report, which was named after the
chair of the research commission, Sir Douglas
Black, showed strikingly higher morbidity and
mortality rates for people of lower socio-
economic positions (class V) in the Britain of
the 1970s (Table 2.5). It concluded that ‘class
differences in mortality are a constant feature of
the entire human life-span. They are found at
birth, during the first year of life, in childhood,
adolescence and adult life. At any age people in
occupational class V have a higher rate of death
than their better-off counterparts’ (Townsend &
Davidson, 1982: 51, italics in original). This was
a shocking finding, since these health inequali-
ties were not supposed to happen in a highly
industrialized country in the second half of the
twentieth century, where food was plentiful,
sanitation was adequate, infectious diseases had
been successfully contained, and everyone had
free access to health care. However, the Black
Report showed that while mortality rates
dropped substantially in all occupational classes
during the twentieth century, the differences
between the classes had not been eliminated.

The Black Report provoked a highly
controversial political debate, especially since
the research commission was appointed by a
secretary of state from the Labour Party, but
finished its work under the newly elected
Conservative government, which obviously
did not welcome the findings. The govern-
ment produced only 260 copies of the report
and released them during the week of the
August Bank Holiday, while in the foreword
the Secretary of State for Social Services,
Patrick Jenkin, frankly expressed his disap-
pointment and rejected the recommendations
of the research group (Townsend & Davidson,
1982).

In most parts of the British and international
scientific community, however, the reception of
the report was very positive, stimulating discus-
sions and research projects on the causes of
social inequalities in health. In 1990, on its 10th
anniversary, both the Lancet and the British
Medical Journal published special articles prais-
ing the report and its contribution to epidemi-
ologic research (Davey Smith, Bartley & Blane,
1990; Morris, 1990). For more details of the
content, reception, and consequences of the
Black Report, see the excellent article by Sally
Macintyre, ‘The Black Report and beyond:
What are the issues?’ (1997).

Since the publication of the Black Report,
research on social inequalities in health has
increased exponentially both in Western Europe
and in North America (Kaplan & Lynch, 1997).
The findings from these research activities show
conclusively that marked social inequalities in
health exist not only in Britain, but also in
virtually all other nations. Whether the indicator
is education, income or occupational status,
men, women and children of lower socioeconomic

Table 2.5 Death rates for men and women (age 15 to 64) by occupational class per 100,000
population in England and Wales, 1971

Occupational class Men Women

I Professional (e.g., lawyers) 398 215
II Intermediate (e.g., schoolteachers) 554 285
IIIN Skilled non-manual (e.g., shop assistants) 580 276
IIIM Skilled manual (e.g., butchers) 608 341
IV Partly skilled (e.g., agricultural workers) 796 427
V Unskilled (e.g., dock workers) 988 531

Data source: Townsend, P., & Davidson, N. (Eds.). (1982). Inequalities in health: The Black Report
(p. 57). Harmondsworth: Penguin.
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position are always at a substantially higher
risk of developing illnesses, becoming disabled,
and dying prematurely (European Science
Foundation, 2000; Lynch & Kaplan, 2000;
Mackenbach et al., 1997; Syme & Balfour, 1998).
Higher mortality rates for people of lower
socioeconomic position have been found not
only for total mortality, but also for cause-
specific mortality, including lung cancer, all
other cancers combined, cardiovascular disease,
respiratory disease, gastrointestinal causes, and
external causes (Adler et al., 1994; Kunst et al.,
1998; Syme & Balfour, 1998). There are only
very few diseases where the association is absent
or even reversed. The most notable exception is
breast cancer, which is found more often in
women of higher socioeconomic positions. It
has been speculated that this is caused by the
later average age of first full-term pregnancy by
women with higher education and income
(Kelsey & Bernstein, 1996).

The Challenge of the Gradient

One of the most fascinating epidemiologic
findings is the discovery of a gradient relation-
ship between socioeconomic position and
health (Adler et al., 1994; Evans, Barer &
Marmor, 1994; Marmot, 1994; McDonough,
Duncan, Williams & House, 1997; Syme, 1996).
Health inequalities are not simply limited to
dichotomous comparisons of the very poor ver-
sus the very rich, or unskilled manual workers
versus professionals. Instead, there is a steady
decrease in health with declining socioeco-
nomic position. The association is not strictly
linear, but curvilinear: that is, people at the very
lowest position, who are living in poverty, have
an especially high risk, while for the rest of
the population, ill-health decreases continu-
ously with increasing socioeconomic position
(Wolfson, Kaplan, Lynch, Ross & Backlund,
1999). Some have suggested that the gradient
might be explained by social selection
processes. Social selection addresses the possi-
bility of reverse causation: people who become
sick drift to lower socioeconomic positions
because of their health status. It has been
shown, however, that the drift hypothesis has
only a marginal impact on the gradient, and it

is now widely accepted that the direction of
causality goes from the socioeconomic position
to the health outcome and not vice versa (Blane
et al., 1993; Macintyre, 1997).

Among the most important research pro-
jects for a better understanding of the social
gradients in health are the British Whitehall
Studies. These prospective studies on 17,530
male (Whitehall I, completed in the 1980s),
and 10,308 male and female civil servants in
London (Whitehall II, ongoing) have mea-
sured not only socioeconomic positions and
health outcomes but also potential mediating
factors. Figure 2.6 shows results from
Whitehall I for death due to coronary heart
disease. The first graph illustrates the age-
adjusted mortality rates in relation to occupa-
tional class (Marmot, Shipley & Rose, 1984).
There is a clear gradient, with the lowest mor-
tality rate in the highest occupational class and
the highest mortality rate in the lowest class.
The second graph shows what happens if the
results are controlled for the coronary risk
factors of smoking, blood pressure, choles-
terol, blood sugar, and height (as a proxy
measure for deprivation in childhood). The
gradient becomes somewhat smaller, indicat-
ing that these risk factors indeed explain a part
of the association between socioeconomic
position and coronary death. However, while
reduced, the gradient is still visible and very
clear, so there must be other powerful, yet
unknown factors that contribute to the higher
coronary heart disease risk in lower socioeco-
nomic positions. Findings from the ongoing
Whitehall II Study suggest that adverse psy-
chosocial conditions at the workplace, espe-
cially lack of control over work tasks, might
play an important role. The lower people are in
an occupational hierarchy, the less control they
usually have over how to cope with their
daily workload, which could result in higher
levels of psychophysiological stress reactions
that might affect health (Marmot, Bosma,
Hemingway, Brunner & Stansfeld, 1997). Other
researchers, however, have suggested that a psy-
chosocial interpretation for the gradient is pre-
mature and that subtle material differences
between people of different socioeconomic
positions should be more closely investigated
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(Davey Smith, 1997; Lynch, Davey Smith,
Kaplan & House, 2000; Macleod et al., 2002).

Area Deprivation, Income
Inequality and Health

Research on the health impact of the social and
economic structure has mostly focused on the
association between socioeconomic position
of the individual and health outcomes.
However, there is an increasing body of
research showing that the socioeconomic
status of the area in which people live has an
independent relationship with mortality, over
and above individual socioeconomic positions.
Using data from the Alameda County Study, a
longitudinal population-based research pro-
ject that started in 1965, Yen and Kaplan
(1999a) showed that people who live in poor,
deprived neighborhoods have a 1.6-fold higher
risk of dying than their counterparts in better-
off neighborhoods, independently of their
own income, education, age, sex, race/ethnicity,
health behaviors, and perceived health. In
other words, living in neighborhoods of low

socioeconomic status increases the mortality
risk, even for those of higher individual socio-
economic position. Further analysis from the
Alameda County Study showed similar pat-
terns for worsening of depressive symptoms
(Yen & Kaplan, 1999b), self-reported health
(Yen & Kaplan, 1999b), physical activity (Yen &
Kaplan, 1998), and physical functioning
(Balfour & Kaplan, 2002).

Another approach to studying social charac-
teristics of the environment is research on
income inequality and health. The leading
scholar in this field is the British economist
Richard Wilkinson, who published a compre-
hensive summary of his research findings in the
book Unhealthy societies: The afflictions of
wealth (1996). He showed that life expectancy
is substantially higher in countries that redis-
tribute wealth through high taxation and social
transfer payments, like Sweden and Norway,
than in countries in which wealth is less equally
distributed, like the United States and Britain.

Wilkinson’s work was received with great
interest, especially in the United States. In 1996,
two research teams from the University of
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Michigan (Kaplan, Pamuk, Lynch, Cohen &
Balfour, 1996) and from Harvard University
(Kennedy, Kawachi & Prothrow-Stith, 1996)
independently published findings on the associ-
ation between income inequality and mortality
in the 50 US states. While they used different
measures to assess income inequality, both stud-
ies produced the same spectacular result: a
strong dose–response relationship between level
of inequality and age-standardized mortality
rate. Figure 2.7 shows the results from the
Harvard group. Mortality rates are presented on
the y-axis, while income inequality is defined by
the Robin Hood index on the x-axis. The Robin
Hood index gives the percentage of the wealth
that has to be transferred from the rich house-
holds (those above the median) to the poor
households (those below the median) to achieve
total equality in wealth. States with relatively
low inequality, like Utah (UT) or New
Hampshire (NH), had substantially lower mor-
tality rates than states with relatively high
inequality, like Mississippi (MS) or Louisiana

(LA). The correlation coefficient over all 50
states was 0.54. The analyses showed further
that for every 1 per cent increase in the Robin
Hood index, there were 22 additional deaths per
100,000 people (Kennedy et al., 1996).

The findings from Kennedy and colleagues
are impressive, but recent analyses have shown
that the association between income inequality
and life expectancy among countries is more
complex. While it is true that Sweden has a
higher life expectancy than Britain and the
United States, other countries do not fit into
this picture quite as well. Denmark, for example,
which is a relatively egalitarian country,
has one of the lowest life expectancies in the
European Union, while people in France show
one of the highest longevities, despite the
relative large income inequalities in this
country (Lynch et al., 2001).

While the empirical evidence for the income
inequality hypothesis is disputed, an even
more fierce and controversial discussion has
arisen about the interpretation of the possible
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Figure 2.7 Income inequality and age-adjusted mortality rates in the United States
[Adapted from Kennedy, B. P., Kawachi, I., & Prothrow-Stith, D. (1996). Income distribution
and mortality: Cross sectional ecological study of the Robin Hood index
in the United States. British Medical Journal, 312, 1004–1007. © BMJ Publishing Group,
with permission]
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association between income inequality and
health. In his writings, Wilkinson (1996) has
suggested that inequality affects health mainly
through psychosocial processes. With some over-
simplification, it can be said that Wilkinson argues
that societies with high income inequalities
and distinct social hierarchies produce high lev-
els of distrust and low social cohesion among
their members. Distrust and low social cohesion,
which is often described as ‘lack of social capital’,
leads to negative emotions like shame, anger, and
hostility, which harm health through behavioral
(e.g., smoking, violence) and psychophysiologi-
cal pathways (e.g., release of stress hormones).
Recently, researchers have indeed shown a corre-
lation between income inequality and distrust
and an association between distrust and mortal-
ity rates in the United States (Kawachi, Kennedy,
Lochner & Prothrow-Stith, 1997).

In opposition to Wilkinson, other researchers
have argued that income inequality affects health
not through psychosocial but through material
pathways (Lynch, 2000; Muntaner & Lynch,
1999; Muntaner et al., 1999). They point out that
societies with high income inequality, like the
United States, underinvest in public resources.
Examples are unavailability or severe restrictions
of health, disability and unemployment insur-
ance, lack of regulation to protect people from
air pollution, lack of recreational areas, poor
public transportation and so on. From a material
perspective, the failure to provide these public
resources, and not the lack of trust or social
cohesion, is responsible for the higher mortality
rates in areas with marked income inequality.

The discussion on income inequality and
health has produced a large body of literature.
Examples are the debates between Lynch and
colleagues (2000) and Marmot and Wilkinson
(2001) in the British Medical Journal and
between Muntaner and colleagues (Muntaner
& Lynch, 1999; Muntaner et al., 1999) and
Wilkinson (1999) in the International Journal
of Health Services.

Summary of the Importance of the
Social and Economic Structure

In summary, there is overwhelming evidence
for a strong impact of the social and economic

structure on health and illness. Both the
socioeconomic position of individuals, and the
socioeconomic characteristics of the places in
which they live, are strong and consistent
predictors of morbidity and mortality. It is less
clear, however, through which pathways the
socioeconomic structure influences health. A
certain part of the variance can be explained by
health behaviors, especially smoking, but a
substantial part remains unexplained, and the
relative contribution of psychosocial versus
material factors is currently subject to intense
discussions. There is certainly a need to
improve research methods on this issue. One
of the most promising new approaches is the
so-called life-course perspective. This approach
tries to analyze the specific influences of the
social and economic structure during the dif-
ferent stages of life, from the prenatal phase,
through childhood, adolescence, and adult-
hood, to old age (Amick et al., 2002; Hertzman,
1999; Kuh & Ben-Shlomo, 1997; Lynch,
Everson, Kaplan, Salonen & Salonen, 1998;
Wamala, Lynch & Kaplan, 2001). This is an
ambitious goal, which requires sophisticated
measurements over a very long observation
period, but it has great potential to improve
our understanding of the specific pathways
through which the social and economic struc-
ture gets ‘under the skin’ and affects the health
of individuals and populations.

Social inequalities in health have become a
major research topic in both the United States
and Europe. This issue has been recognized,
funded and supported by political organiza-
tions, social activist groups and governments
(Auerbach & Krimgold, 2001; European
Science Foundation, 2000; Smedley & Syme,
2000). On the other hand, data from interven-
tion studies are sparse. This is not surprising,
since interventions that target aspects of the
socioeconomic structure are necessarily com-
plex and therefore difficult to evaluate. One of
the few exceptions is a randomized research
project in Boston which showed that children
of mothers who received housing subsidies that
enabled them to move to more wealthy neigh-
borhoods had a significantly lower preva-
lence of injuries, asthma attacks and personal
victimization than children in the control
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group (Sampson & Morenoff, 2000). However,
the design of innovative intervention projects
on improving the socioeconomic conditions of
communities, like the Tenderloin Study in San
Francisco (Minkler, 1992) or the WHO Healthy
Cities Project (Hancock, 1993), usually does
not allow a quantitative epidemiologic evalua-
tion of the health effects.

Since intervention studies on social
inequalities are so difficult to conduct and
evaluate, analysis of natural experiments and
comparison of different societies can be an
important alternative. In an interesting analy-
sis, Ross and colleagues (2000) compared the
effects of income inequality on health in the
United States and Canada. As was shown in
Figure 2.7, there are different levels of income
inequality across the 50 states of the United
States, and Ross and colleagues found that
there are also differences in income inequality
across the Canadian provinces. However, there
were two major differences between the two
countries. First, income inequality was in gen-
eral much lower in Canada than in the United
States; and second, while there was a clear cor-
relation between income inequality and mor-
tality in the United States (see Figure 2.7), no
statistically significant association could be
found between these two variables in Canada.
The authors point out that in contrast to the
United States, the Canadian government runs
large-scale interventions to mute the effects of
social inequalities (e.g., providing universal
access to health care and higher education),
but also invests in public goods like parks
and libraries in low-income areas. The
strong correlation between income inequality
and mortality in the United States and the
absence of such an association in Canada sug-
gest that these interventions on the policy
level are very effective in influencing health
and illness.

THE IMPACT OF THE WORKPLACE ON
HEALTH AND ILLNESS

The workplace is an important source of
health and illness. For most people, work is the
primary source of income, and involuntary

exclusion from the labor market usually results
in severe financial setbacks and might even
lead to health-threatening material depriva-
tion. At the workplace people are exposed to
physical hazards, like toxins, noise, or ergono-
mic misfits, as well as to psychosocial hazards,
like the experience of loss of control, humilia-
tion, failure, or unfair treatment. The work-
place, however, also provides the opportunity
for positive experiences, like being able to make
an impact and to be creative, doing something
meaningful, being successful, or being con-
nected to other people.

Work and Health Research in a
Changing Economy

One of the early pioneers in the field of work
and health was the Italian researcher
Bernardino Ramazzini (1633–1714). He was a
famous and highly respected scholar who
taught medicine at the Universities of Modena
and Padua. His book De morbis artificium
(Diseases of workers), a comprehensive investi-
gation on how working conditions cause dis-
ease for a wide range of occupations, can be
regarded as the founding work of occupational
safety and health.

While until recently occupational safety
and health research has been primarily con-
cerned with injury prevention and physical
hazards at the workplace, the focus here will
be on psychosocial workplace conditions. We
are doing this not only because the readers of
this chapter will mostly come from a psycho-
logical background, but also because of the
increasing importance of psychosocial factors
in a changing economy. Whereas exposure to
physical hazards is still a cause of death and
disability in North America and Europe,
workers in these countries are better protected
today than a few decades ago. This has been
achieved by regulations and better equipment,
but also by transferring physically hazardous
jobs to poor countries in the southern
hemisphere (Mergler, 1999), which shoulder
today a great burden of industrialized haz-
ardous work (Benach, Amable, Muntaner &
Benavides, 2002; La Botz, 2001). Employees in
North America and Europe are facing today
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fewer physical and more psychosocial hazards.
A recent study among 21,500 European
employees showed that most employees work
at very high speed or under tight deadlines for
more than 50 per cent of the time (Merllié &
Paoli, 2000). New economic developments,
like downsizing and outsourcing, have led to
intensified work and to the broad recognition
in societies that ‘stress levels’ at the work-
place are constantly increasing (Geurts &
Gründemann, 1999; Landsbergis, Cahill &
Schnall, 1999).

Psychosocial Stress and Stressors
at the Workplace

While the term ‘stress’ is widely used, in
research as well as among the public, it is a
poorly defined construct with many different
meanings. It is therefore important to clarify
the definition used in this section.

A psychosocial stressor at the workplace is a
factor or a constellation in the psychosocial
work environment that – alone or in combina-
tion with other factors – has potentially nega-
tive effects for the worker. This could be
unrealistic workload, time pressure, high emo-
tional demands, lack of job security and so on.
Especially if these factors are difficult to control
and if exposure is chronic, individuals are likely
to show stress reactions, which are manifested
on the cognitive (e.g., cynicism), emotional
(e.g., anger, fear, hopelessness), behavioral (e.g.,
substance abuse), and physiological level (e.g.,
dysregulations of the autonomic nervous
system and the hypothalamic–pituitary–
adrenal axis). It is thought that these stress
reactions have the potential to create severe
psychological and physical health problems.

Theoretical Models of Workplace
Stressors and Health

Currently, psychosocial work and health
research is dominated by two theoretical models:
the demand–control–support model developed
by Karasek, and the effort–reward imbalance
model developed by Siegrist. In the demand–
control–support model it is assumed that ‘job

strain’ (a combination of high psychological
demands, such as time pressure, and low deci-
sion latitude) increases the risk of psycho-
physiological stress reactions and subsequent
ill-health, especially cardiovascular disease
(Karasek, 1979; Theorell & Karasek, 1996). If
an individual is also exposed to low social sup-
port from coworkers and supervisors, a three-
way health-hazardous interaction of high
demands, low decision latitude and low sup-
port is assumed, which is called iso-strain
(Johnson & Hall, 1988; Theorell & Karasek,
1996). In the effort–reward imbalance model, a
mismatch between high efforts and low
rewards (in terms of wages/salaries, respect, pro-
motion prospects, and job security) is thought
to increase the likelihood of stress reactions
and disease. In addition, the model includes a
variable called work-related overcommitment,
which is thought to be a personality aspect that
makes certain individuals more vulnerable to
experiencing psychosocial stress reactions
(Siegrist, 1996; Siegrist et al., 2004). For both
models, standardized self-administered ques-
tionnaires with acceptable psychometric prop-
erties are available (Landsbergis, Theorell,
Schwartz, Greiner & Krause, 2000).

The models have been tested in several
prospective studies, mainly for the incidence of
cardiovascular disease, but also for muscu-
loskeletal and psychological disorders (for
reviews, see Belkic′, Landsbergis, Schnall &
Baker, 2004; Karasek & Theorell, 1990; Rugulies
& Siegrist, 2002; Schnall et al., 2000; Siegrist,
1996; Theorell & Karasek, 1996). While several
studies have shown that exposure to job strain,
iso-strain and effort–reward imbalance could
result in a 2- or 3-fold increased risk of ill-
health (especially of coronary heart disease),
the results are not conclusive. For job strain,
there is a growing number of findings indicat-
ing that the subcomponent of low decision
latitude is of relevance, but not job strain itself
(Kristensen, 1999; Rugulies & Siegrist, 2002).
Effort–reward imbalance has shown more
consistent findings, but some of the studies
used proxy measures instead of the original
questionnaire, and it therefore seems advis-
able to wait for further results from ongoing
studies.
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Challenges for Future Research on
Psychosocial Workplace Conditions

Recently, it has been suggested that some psy-
chosocial working conditions that are espe-
cially important in the growing service
industry, like emotional demands, conflicts
with clients, or meaningfulness of work, are
not covered by either the demand–control–
support model or the effort–reward imbalance
model (de Jonge, Mulder & Nijhuis, 1999;
Söderfeldt, 1997). This might explain some of
the null findings, and calls for an expansion of
both the theoretical conceptualization and the
empirical assessment of workplace stressors.
Instruments like the National Institute of
Occupational Safety and Health Generic Job
Stress Questionnaire (Hurrell & McLaney,
1988) or the recently developed Copenhagen
Psychosocial Questionnaire (Kristensen, 2001)
strive to get a more comprehensive perspective
of potential health-hazardous psychosocial
workplace conditions.

In addition to improvements of current
questionnaires, more direct workplace obser-
vations would be desirable. Whereas responses
to self-administered questionnaires can be
biased by perceptions and psychological dispo-
sitions of the workers, workplace observations
should give a more objective assessment of the
psychosocial workplace conditions. See Frese
and Zapf (1988) and Greiner and colleagues
(Greiner, Krause, Ragland & Fisher, 1998;
Greiner & Leitner, 1989; Greiner, Ragland,
Krause, Syme & Fisher, 1997) for a more
detailed discussion of this method.

Workplace observations would also help to
address one of the most crucial problems in
psychosocial research: bias due to common
method variance when both predictor and
outcome rely on self-report. For example,
some individuals might have a relatively stable
psychological disposition for a generally
negative view of the world, including their
work environment and their health. It is likely
that these individuals report more psychoso-
cial stressors at baseline as well as more health
problems at the end of the study. If this is true,
the association between stressors and health
problems would have been driven by the

biased perspective of the individuals and not
by a causal relation between stressors and
health. Common method variance can be
avoided if the outcome is assessed objectively
(e.g., death, myocardial infarction, stroke,
cancer etc.) or can be reduced if the focus is on
changes over time (e.g., psychosocial stressors
at baseline predict decline in self-rated health
during the follow-up). However, for several
important health outcomes, like incidence of
low back pain, self-report of the outcome is
unavoidable, so more research using objective
assessments of the predictor variables would
be desirable.

Another important issue for future research
is the fact that workplace conditions can
change over time and that people are more and
more likely to work in many different work-
places throughout their occupational career.
The life-course perspective, which has gained
increasing interest in epidemiology (Hertzman,
1999; Kuh & Ben-Shlomo, 1997; Lynch et al.,
1998; Wamala et al., 2001), needs to be applied
to research on work and health. Interestingly,
two recent studies have investigated the impact
of psychosocial stressors over the life course.
While these studies did not assess stressors at
the individual level, but used job titles as proxy
measures for presence or absence of adverse
psychosocial workplace conditions, they found
that lifetime exposure to low decision latitude
predicted all-cause mortality (Amick et al.,
2002) and cardiovascular mortality (Johnson,
Stewart, Hall, Fredlund & Theorell, 1996)
respectively.

Workplace Interventions

It has become customary to distinguish three
levels of workplace intervention: the individual
level (e.g., health education, using personal
protective equipment), the individual/group
interface level (e.g., cooperation with others,
social support) and the organizational or
structural level (e.g., improvement of working
conditions and circumstances). While inter-
ventions on all three levels can contribute to
improvements in employee health, interven-
tions on the structural or organizational level
usually have the greatest impact, because they
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target the problems at their source and reach
most employees (Aust & Ducki, 2004;
Kristensen, 2000). However, since often a com-
plex mix of physical and psychosocial working
conditions as well as individual behavior
affects workers’ health, multilevel interven-
tions are frequently recommended (Kompier,
Geurts, Gründemann, Vink & Smulders, 1998;
McLeroy, Bibeau, Steckler & Glanz, 1988;
Rütten et al., 2000). For example, workplace
intervention programs that attempt to
improve employee health behaviors (e.g., to eat
less fat, to do more exercise, to better cope with
psychosocial stress) through health education
programs should also address the correspond-
ing factors in the work environment (e.g.,
more low-fat food choices in the cafeteria, lim-
iting excessive overtime so employees have
time to exercise, reducing exposure to psy-
chosocial stressors). Unfortunately, most of the
so-called worksite health promotion pro-
grams, which are a dominant concept espe-
cially in the United States, are restricted to
behavior modification through health educa-
tion. This narrow approach has been criticized
for a long time, and it is now widely agreed
that a broader approach is needed (Donaldson,
Gooler & Weiss, 1998; Heaney & van Ryn,
1990; Minkler, 1989; Rosenbrock & Müller,
1998). We will therefore focus on comprehen-
sive workplace interventions, which mainly
address working conditions as a means to
improve employee health.

Comprehensive worksite
health promotion

Comprehensive workplace interventions present
a challenge for researchers and practitioners.
Organizational interventions are time consum-
ing, expensive and difficult to design, control
and evaluate. In addition, a number of barriers
have to be overcome, since these interventions
might be viewed as interfering with existing
hierarchies and responsibilities within a com-
pany (Kristensen, 2000).

In order to overcome these obstacles, com-
prehensive interventions need to be carefully
planned and implemented. Several factors
have been identified as crucial for a successful

intervention: support from top management
as well as from all other relevant actors within
the company (unions, employees, health and
safety experts etc.); a clear determination of
aims, tasks, responsibilities, planning and
financial resources; a detailed problem analysis
in order to choose and plan the right interven-
tion; a strong focus on organizational changes
complemented by person-directed measures;
a participative approach (that is, worker
involvement during problem analysis and
development of appropriate solutions); and
a long-term perspective that allows continu-
ous improvement of the intervention mea-
sures (Aust, 1999, 2001; Kompier et al., 1998;
Kristensen, 2000).

Evaluation of Workplace Interventions

Due to the nature of organizational interven-
tions, which take place in a constantly changing
work environment, experimental studies can
seldom be conducted (Griffiths, 1999). For
example, most comprehensive workplace inter-
ventions are based on the active support of
employees and employers, so random assign-
ment to intervention and control groups is
rarely possible. Instead alternative research
strategies have been proposed, like multiple case
studies and natural experiments, where
researchers approach workplaces as soon as they
become aware of imminent relevant changes, in
order to collect data before and after the inter-
vention (Kompier & Kristensen, 2001). While
these strategies use less rigorous scientific
methods, they are often the only way to evaluate
the health impact of an intervention. However,
because of their complexity, comprehensive
workplace interventions also need to be evalu-
ated by a wider spectrum of scientific methods
and approaches. In particular, a detailed process
evaluation as well as an analysis of context con-
ditions is crucial. This information, often
assessed through qualitative methods, is neces-
sary for an accurate interpretation of the results
from outcome evaluations (Goldenhar &
Schulte, 1996; Griffiths, 1999; Mergler, 1999).

Although evaluating comprehensive work-
place intervention studies is a challenging task,

Sutton-02.qxd  10/11/2004  9:30 AM  Page 52



several studies have investigated the feasibility
and effectiveness of these interventions and
more large-scale evaluation studies are on their
way (Nielsen, Kristensen & Smith-Hansen,
2002). There are some especially good examples
from comprehensive interventions that have
been conducted in transportation companies to
improve the health and well-being of inner-city
bus drivers, an occupational group that has a
high risk of myocardial infarction, hyperten-
sion, and musculoskeletal disorders (Aust, 1999;
Tüchsen & Endahl, 1999; Winkleby, Ragland,
Fisher & Syme, 1988). It is thought that this
increased risk is caused by high exposure both
to physical hazards, like constant vibration and
poor ergonomics, and to psychosocial stressors
like time pressure due to unrealistic schedules,
the requirement of constant high concentration
to steer a bus through traffic, shift work, and
frequent conflicts with passengers (Aust, 1999;
Evans & Johansson, 1998; Krause, Ragland,
Fisher & Syme, 1998). Workplace intervention
programs have tried to address these problems
by reducing driving hours, introducing self-
governing groups and giving drivers more input
in choosing their shifts. Recent evaluations have
shown positive effects of these programs, such
as reductions in sickness absence and improve-
ments in self-rated health (Aust, 1999, 2001;
Kompier, Aust, van den Berg & Siegrist, 2000).

In Germany, so-called health circles represent
an interesting and innovative approach to work-
place health interventions. Health circles are
employee discussion groups, formed at the
workplace, to develop change options for the
improvement of potentially harmful working
conditions (Westermayer & Bähr, 1994).
Inspired by other employee problem solving
groups, like the quality circles, health circles
use the expertise of employees about their
workplaces. A health circle usually starts with a
careful problem analysis to assess health-
related factors within the work environment,
and to identify a department with a high level
of adverse working conditions and/or
increased levels of health problems. After this
assessment, usually five to eight employees of
the problematic department are invited to par-
ticipate in the health circle. Further partici-
pants can include supervisors, safety officers,

union work council members, the company
physician or safety engineers. In six to 10 meet-
ings, held during paid working time, partici-
pants discuss and develop solutions to the
various health problems and complaints. If
possible, suggestions are implemented imme-
diately. In the last health circle meeting, all
participants evaluate the accomplishments.
Sometimes an additional evaluation meeting is
held about 6 months after the last circle meet-
ing, in order to review what has been done in
the meantime (Schröer & Sochert, 2000).

The majority of the hundreds of health cir-
cles that have been conducted in recent years
have not been accompanied by careful scien-
tific evaluation studies. However, for some
health circles, enough data have been collected
to perform at least some kind of evaluation.
Aust and Ducki (2004) recently reviewed 11
studies that described the results of 81 health
circles conducted in 30 different companies.
The findings indicate that the health circles
had a positive effect on workers’ health and on
their satisfaction and motivation. Further, the
health circles seem to be able to contribute to a
more efficient work process through improved
workflow and better communication.

Another innovative intervention research
strategy is participatory action research (PAR),
which was developed in the United States (Israel,
Baker, Goldenhar, Heaney & Schurman, 1996;
Israel, Schurman & Hugentobler, 1992). PAR
strongly emphasizes the participation of employ-
ees and refers to a broad framework of circum-
stances that affect workers’ health. In an attempt
to bridge the gap between researchers and practi-
tioners, PAR is based on the collaboration of out-
side experts and organization members
(Schurman, 1996). Following principles of
system development, continuous learning and
co-learning processes in a participative and
democratic environment, the goal is to solve
practical problems while striving to contribute to
theoretical advances in intervention research.
With its commitment to worker participation
and the involvement of researchers through the
entire intervention process, PAR represents a
strong contrast to the traditional methodological
canon. Intervention projects that used the PAR
method suggest that this approach has positive
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effects on both work organization and
employee’s health (Schurman, 1996). While it
has also been pointed out that PAR still needs
to overcome several obstacles in order to
achieve recognition as both good science and
good intervention practice (Schurman, 1996),
it certainly represents one of the innovative
approaches needed in order to develop inter-
vention and research strategies capable of deal-
ing with the complex workplace conditions
that affect employees’ health.

Integrating Psychosocial Workplace
Conditions in a Broader Framework

With regard to the conceptual model in
Figure 2.4, we have argued that the higher risk
of ill-health in people of lower socioeconomic
position is at least partly mediated by mater-
ial and psychosocial workplace conditions
and therefore that the workplace is an impor-
tant link in the causal relationship between
the social and economic structure and
individual and population health. If this
assumption is correct, one would expect that

adjusting for psychosocial workplace stressors
in a multivariate analysis would diminish the
association between socioeconomic position
and ill-health. Borg and Kristensen (2000)
found in a representative cohort of the
Danish working population a clear social gra-
dient in deterioration of self-rated health over
a 5-year follow-up period. As can be seen in
Figure 2.8, the gradient decreased only
slightly after adjusting for smoking and body
mass index, but was reduced substantially
when the analysis was adjusted for physical
and psychosocial workplace factors. Further
analysis revealed that the largest reduction of
the gradient was caused by two physical
(ergonomic and  climatic exposures) and
three psychosocial job factors (repetitive
work, low level of skill discretion, job insecu-
rity) and that these five factors explained 59
per cent of the gradient. In the British
Whitehall II Study, Marmot and colleagues
(1997) showed that adjustment for psycho-
social workplace conditions, especially lack of
job control, reduces the social gradient for
coronary heart disease.
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While the studies from Denmark and
Britain support the idea of the mediating effect
of psychosocial workplace factors for the social
health gradient, other research indicates that
the relationship between socioeconomic posi-
tion, psychosocial workplace stressors and
health outcomes is more complex. In a recent
Swedish case-control study on women who
had suffered a myocardial infarction, the social
gradient was only marginally affected by job
strain and its subcomponents (Wamala,Mittleman,
Horsten, Schenck-Gustafsson & Orth-Gomer,
2000). In addition, some researchers have
started to question the association of socioeco-
nomic position and specific psychosocial
workplace factors, namely low job control, on
a theoretical level and have asked if low job
control might be just another marker for low
socioeconomic position (Davey Smith, 1997;
Macleod et al., 2002). This is an important crit-
icism and indicates that more empirical
research as well as more theoretical reflections
are needed on this issue.

THE IMPACT OF PSYCHOLOGICAL
TRAITS, STATES, AND PROCESSES
ON HEALTH AND ILLNESS

Epidemiologists investigate not only how envi-
ronmental factors can cause disease but also
how psychological traits, states, and processes
contribute to health and illness. Since these
psychological aspects will be addressed in
much greater detail in several other chapters in
this book, we will restrict this section to a few
general discussions and some selected findings.

Psychological research can contribute to epide-
miology in at least two ways. First, psychologi-
cal experiments and laboratory research help us
to understand how cognitions and emotions
are linked to physiological changes. For example,
psychologists have shown that when subjects
are exposed to respiratory viruses in a con-
trolled clinical experiment, those with current
high levels of stress reactions are significantly
more vulnerable than low-stress subjects to
developing a cold (Cohen et al., 1991). It has
also been demonstrated that subjects with high
scores on hostility and depression scales are

more prone to show behaviors (e.g., smoking)
and physiological reactions (e.g., high blood
pressure reactivity, decreased heart rate vari-
ability) that are potentially harmful for health
(Allgöwer et al., 2001; Christensen & Smith,
1993; Scherwitz & Rugulies, 1992). Psychologists
have also developed several theoretical models,
like health locus of control (Wallston, Wallston,
Kaplan & Maides, 1976), self-efficacy (Bandura,
1995) and the theory of planned behavior (Ajzen
& Madden, 1986), that help in understand-
ing the psychological mechanisms that influ-
ence health-enhancing or health-damaging
behaviors.

In addition to this research, which is mainly
based on laboratory experiments and cross-
sectional studies, psychological factors have also
been tested directly as predictors in prospective
epidemiologic studies. One of the most interest-
ing stories in this field is the search for psycho-
logical factors that increase the risk of coronary
heart disease. For most of the time since
research on this issue started in the 1950s, inves-
tigators have looked into psychological aspects
that are associated with the tendency of individ-
uals to wear themselves down. The most widely
known construct from this research tradition is
the ‘type A behavior pattern’, a conglomerate of
a hostile and hard-driving behavior, including
competitiveness, and chronic feelings of time
urgency (Friedman & Rosenman, 1959;
Rosenman & Chesney, 1980). A large-cohort
study, published in 1975, showed a 2-fold
increased risk of coronary heart disease for type
A subjects, even after controlling for biomedical
risk factors (Rosenman et al., 1975), and the
construct was subsequently accepted by the
United States National Heart, Lung, and Blood
Institute as an independent predictor of coro-
nary heart disease (Review Panel on Coronary-
Prone Behavior and Coronary Heart Disease,
1981). However, later research projects either
were not able to replicate this finding (Case,
Heller, Case & Moss, 1985; Shekelle et al., 1985)
or even reported contradictory results (Ragland
& Brand, 1988). Today type A behavior is no
longer viewed as an important risk factor for
coronary disease. Further research on one type
A component, hostility, produced an immense
body of psychological and psychophysiological
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literature (for a review, see Smith, 1992). While
the evidence is somewhat better than for type A
behavior, prospective epidemiological studies
on hostility and coronary heart disease have
shown inconsistent results (Miller, Smith,
Turner, Guijarro & Hallet, 1996; Myrtek, 2000).

Whereas the 1970s and the 1980s were dom-
inated by the type A behavior and the hostility
constructs respectively, current research is
focusing more on depression and anxiety as
predictors of coronary heart disease. A recent
meta-analysis of prospective studies showed
that among people without any sign of coro-
nary heart disease at baseline, those with
depressive mood had a 1.5-fold higher risk of
myocardial infarction and coronary death at
follow-up (Rugulies, 2002). People with clinical
depression had an even more impressive 2.7-
fold increased risk (Figure 2.9). Since the
meta-analysis was restricted to objective out-
comes and excluded angina pectoris, the find-
ings cannot be explained by response bias. In
addition, the studies in the meta-analysis had
in general a high methodological standard and
most had adjusted for numerous risk factors.

Findings on depression and coronary death
are even more impressive for people who have
already been diagnosed with coronary heart
disease. Several studies have shown that in
coronary patients who have just survived a
myocardial infarction, depression was associ-
ated with a 4- to 6-fold higher risk of cardiac
death in the following 6 to 18 months
(Frasure-Smith, Lespérance & Talajic, 1995;
Hermann-Lingen & Buss, 2002; Ladwig, Kieser,
Konig, Breithardt & Borggrefe, 1991). There are
also some findings that support an association
between anxiety and cardiovascular disease,
especially sudden cardiac death. However,
until now, only a few prospective studies have
been conducted on this construct (Kubzansky,
Kawachi, Weiss & Sparrow, 1998).

Intervention Studies to Change 
Psychological Factors

A recent large-scale randomized intervention
program, the ENRICHD study (ENhancing
Recovery in Coronary Heart Disease patients),
was designed to see if cognitive behavioral
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therapy applied to patients who had survived a
myocardial infarction can reduce depression,
increase social support and subsequently
reduce mortality (ENRICHD Study Group,
2001). While there was a decrease in depres-
sion scores in the intervention group, the pro-
gram did not succeed in reducing mortality,
which was similar in the intervention and
control group at 29 months of follow-up
(Berkman et al., 2003). On the other hand, two
older intervention studies on reducing type A
behavior showed positive effects on mortality
and incidence of clinical events in the inter-
vention groups (Burell, 1996; Friedman et al.,
1986). This is somewhat ironic, since type A
behavior is no longer regarded as a predictor
for coronary heart disease.

Integrating Epidemiologic Findings
on Psychological Predictors in a 
Broader Framework

The inconsistent findings on type A behavior
and hostility and the change of the research
focus to depression and anxiety over the last
decades indicate that psychological factors
might be important for physical diseases but
that the mechanisms are not well understood.
We think that, in a similar way to research on
work and health, findings on psychological
factors need to be integrated into a broader
theoretical framework and that psychological
research is crucial to help us in understanding
how an adverse environment gets under the
skin (Rugulies, 1998; Taylor, Repetti & Seeman,
1997). It is of great interest to note that there is
a clear social gradient for hostility, with people
of lower socioeconomic position showing the
highest hostility scores (Barefoot, Peterson,
Dahlstrom & Siegler, 1991; Marmot et al.,
1991; Scherwitz, Perkins, Chesney & Hughes,
1991). Unfortunately, psychological research
on hostility has ignored the socioeconomic
dimension of the construct for a long time and
has viewed hostility as a personality trait of
unknown origin (Smith, 1992). Only recently
have researchers begun to investigate the deve-
lopment of hostility in a socioeconomic context
(Harper et al., 2002).

For depression research, the situation is
similar. There is some epidemiologic evidence
for a social gradient of depressive mood
(Griffin, Fuhrer, Stansfeld & Marmot, 2002),
and there are also studies showing that expo-
sure to psychosocial stressors, both at the work-
place (Stansfeld, Fuhrer, Shipley & Marmot,
1999) and outside the workplace (Kaplan,
Roberts, Camacho & Coyne, 1987), increases
the risk of clinical depression. However, the
majority of studies investigating the epide-
miologic association between depression and
coronary heart disease did not integrate their
findings in a socioeconomic context.

FINAL THOUGHTS

After having presented several theoretical con-
cepts and numerous empirical findings within
the field of epidemiology, we would like to
close this chapter with a parable, well known to
many public health students in the United
States, which nicely illustrates our main argu-
ments. Suppose a group of people is standing
on the banks of a river. Suddenly, they see that
someone is drowning in the water. Some go
into the river, bring the person to land and
attempt resuscitation. While they are doing
this, more and more people are flowing down
the river, crying for help. Some of them are
strong enough to reach the banks, but many
drown. A few rescuers decide to enter a couple
of boats and to try to prevent the people from
drowning. One group throws life-belts in the
water, another group gives swimming lessons,
and a third group tries to talk to the people in
the river, to reduce their panic and to motivate
them to fight against the currents. To a certain
extent, this has an effect and helps some people
to reach the banks on their own strength.
However, it also keeps everyone busy and pre-
vents the rescue workers from going upstream
to find out why all these people are in the river
in the first place. If they were to do this, they
would discover that there is an old run-down
bridge, with rotten planks and missing guard
rails, and it would occur to them that fixing the
structure of the bridge would greatly reduce
the number of drowning people.
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The work that is done downstream is
important. It is important to understand the
physical and psychological characteristics of
the people who are not able to swim to the
banks on their own, and it is important to help
people to fight against the currents, to give
them life-belts and to attempt resuscitation.
But if the activities downstream prevent one
from inquiring what is going on upstream, one
will not get a comprehensive, interdisciplinary
perspective of the problem and will miss a
crucial opportunity to save many lives.

To follow an interdisciplinary perspective
and to look upstream is not easy. It requires a
high degree of open-mindedness, mental flexi-
bility, hard work, and courage. Interdisciplinary
research means not only being willing to work
with researchers from other disciplines but also
becoming interested in and gaining insight into
these other fields. For health psychologists this
means, in addition to acquiring knowledge in
biomedicine, also learning the theoretical and
methodological basics of epidemiology, socio-
logy, and economics. This will not only broaden
one’s own perspective, but also enable health
psychologists to more efficiently communicate
their much needed psychological knowledge
to other health researchers. Interdisciplinary
research is a great intellectual challenge, but
since psychologists are coming from a field that
is rooted in both natural and social sciences,
they might be better prepared for this challenge
than researchers from most other disciplines.

Whereas interdisciplinary research is not
easy, to maintain an upstream perspective is
even more difficult. In general, major societal
forces reward downstream and discourage
upstream approaches. Only a tiny fraction of
the overall spending in the health sector goes
to prevention, and of this fraction, most is
spent on prevention that lies downstream (e.g.,
pharmaceuticals that target biomedical risk
factors). Prevention efforts that are located
further upstream, like regulation at the work-
place, improvements in the infrastructure of
communities and redistribution of wealth in
societies, face a great deal of resistance. This is
both irrational and rational. It is irrational,
because one can reasonably assume that

upstream interventions would be the more
effective type of prevention and would even
reduce the overall societal costs for disease in
the long run. But the resistance is also rational,
at least for those groups who are profiting
from the current situation and therefore have
something to lose. To take away even a tiny
part of their profits and power will not happen
without a constant struggle. In fact, as the con-
tinuous demands for workplace deregulation
and assaults on the welfare systems by major
societal forces show, just to defend the status
quo requires great efforts.

However, to end this chapter on an optimistic
note, we want to point out some recent positive
developments. In the United States, the National
Institutes of Health have now launched several
funding initiatives on social health inequalities,
and organizations like the MacArthur
Foundation and the Robert Wood Johnson
Foundation are also committing major
resources to this work (MacArthur Network on
SES and Health, 2002; Robert Wood Johnson
Foundation, 2002). In Canada, the government
has created the Canadian Institutes of Health
Research, which includes several institutes that
are committed to a comprehensive understand-
ing of health and illness (Canadian Institutes of
Health Research, 2002). In Europe, the
European Science Foundation has founded a
major research initiative on social variations in
health (European Science Foundation, 2000).
These are welcome developments and we hope
this will encourage many readers of this book to
go upstream and to look at health and illness
from an interdisciplinary perspective.
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INTRODUCTION

The emergence and success of behavioral med-
icine and health psychology have been due in
part to the changing nature of health and dis-
ease over the past 100 years. This is evident in
several aspects of modern medicine. The nature
of health threats has changed, from infectious
diseases like influenza to chronic illness and
cancer. Life expectancy has increased substan-
tially and gains of 50 per cent or more have
been attributed to the elimination of polio,
tuberculosis, influenza, and smallpox (Matarazzo,
1984). A 1979 Surgeon General’s Report in the
US estimated that, in 1900, for every 100,000
people there were about 480 deaths per year
due to influenza, diphtheria, pneumonia,
tuberculosis, and other infectious illnesses
(Califano, 1979). In 2000, this figure dropped to
only 30 deaths per 100,000 people. However,
this dramatic decline in infectious illness was
matched by a steep climb in more chronic dis-
eases that have substantial behavioral causes.
Cancer deaths have more than tripled, and
heart disease, cancer, and AIDS have become
prominent causes of death and disability. These
diseases have no cure, no vaccine to prevent
them, but are caused in part by lifestyle and
behavior, which can be modified. Diet, tobacco

use, drug use, stress, and exercise are intertwined
with people’s lifestyles, and modification of these
processes should help us control and manage
these diseases. Health psychology offers unique
insight and promise in controlling these modern
‘epidemics’.

Health psychology is a biobehavioral disci-
pline, focusing on behavioral and biological
mechanisms by which environmental or social
experiences are translated into physiological
changes and changes in one’s health. Interest in
biobehavioral interactions is not new, but its
most recent emergence in health-related areas
has been both catalytic and controversial. The
extent to which health and wellness are biolog-
ical versus psychological states remains a point
of debate and contention despite the recogni-
tion that biological events are immediate,
‘proximate’ causes while psychological or
behavioral variables promote or impair health
by influencing these biological events. Disease
is essentially a biological event; it typically
involves dysfunction or damage to bodily tissue,
organs or systems, and whether it has behav-
ioral causes or not it remains a biological process.
For example, tobacco use certainly affects health
and is a cause of cancers, heart disease and
other illnesses. However, it affects these out-
comes by causing biological damage, such as
making cells in the lungs more susceptible to

3
Biological Mechanisms of
Health and Disease
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mutations and malignancies or by promoting
atherosclerosis in the circulatory system. Stress
also has a range of effects on disease etiology or
progression, but it conveys these effects by
affecting changes in the immune, endocrine,
cardiovascular, gastrointestinal, and other
bodily systems’ activity. ‘Disease-bearing vari-
ables’ or behavioral pathogens (Matarazzo,
1984) must be translated into biological
changes in order to contribute to physical dis-
ease. Biobehavioral pathways or mechanisms,
then, are sets of related behavioral and biolog-
ical processes that can modify one another and
provide ways to explain and transmit behav-
ioral influences on health and illness. Research
in health psychology is focused on the path-
ways by which behavioral effects are conveyed,
amplified, and/or modified, and herein lies the
promise of health psychology for understand-
ing and controlling disease.

This chapter is about these biobehavioral
mechanisms, with an emphasis on how various
bodily systems are altered by behavioral vari-
ables and how these changes contribute to
pathophysiology. There are several ways to
categorize and cluster these systems. One such
taxonomy centers on function: systems can be
regulatory systems (e.g., nervous system,
endocrine system), transport systems (e.g., car-
diovascular system, lymph system), resource
systems (e.g., respiratory system, gastrointesti-
nal systems), and effector or defense systems
(e.g., immune system, DNA repair system).
Such a classification permits evaluation of dif-
ferent levels of behavioral influences; effects on
regulatory systems, for example, are likely to
reverberate in other systems since they exert
some control over these other systems. It also
permits generation of testable hypotheses
about channels or pathways through which
behavioral effects are transmitted. It should be
noted that our coverage of biological systems
includes most but not all bodily systems; readers
are referred elsewhere for a comprehensive and
more thorough review of biological systems
or divisions relevant for health and disease
(West, 1991).

There are three main ways in which behavioral
variables influence health-related outcomes.
First, some of these variables or conditions

exert direct effects on the functioning of a
system or systems. These direct effects are con-
sidered to be primary outcomes of a set of con-
ditions. For example, stress is thought to exert
direct effects on most systems of the body,
many of which can be pathogenic. In addition,
behavioral or social variables may affect other
behaviors that in turn have direct consequences
for health. These indirect pathways would
include, for example, any variables or condi-
tions that influenced smoking or other tobacco
use (smoking and tobacco have direct effects on
several pathogenic processes), diet, exercise,
sleep, and so on. A third set of pathways
includes behavioral variables or conditions that
affect treatment once one is ill. Access to care,
adherence, lifestyle change, and other factors
influencing access, compliance, and mainte-
nance of appropriate treatments/changes are
representative of these pathways. Both chronic
burdens and acute stressors would be expected
to exert effects in these ways, suggesting gener-
ally that behavioral and social variables can create
vulnerabilities as well as exacerbate or ‘realize’
pre-existing vulnerabilities.

BODILY SYSTEMS AND BEHAVIOR

In describing these systems, we provide a brief
overview of how each functions and where
behavioral influences are most likely to be
manifest, review representative research link-
ing behavioral and biological changes to one
another and to health outcomes, and describe
some potential ameliorative strategies for
minimizing health impairing effects.

Regulatory Systems

Regulatory systems, primarily the nervous and
endocrine systems, serve communication and
integration functions by stimulating or inhibit-
ing the activity of other systems. These activities
are typically in the service of maintenance of
homeostasis or balance, or of coping or adapta-
tion in response to environmental inputs signal-
ing threats or opportunities. They include
detection and interpretation of external and
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internal events as well as direction of responses
to these events and evaluation of the efficacy of
these responses. Changes in external or internal
environments are detected by sensory systems
that relay information to the brain, a central
processing unit that interprets the information
sent to it and sends general and specific direc-
tions back out to the periphery that determine
how the organism copes or reacts. These incom-
ing signals, called afferents, constitute a major
determinant of how events are appraised or
resolved. They evoke both novel and well-
established appraisals of responses, influenced
by past experience and severity of threat or
demand, and send action directives to other regu-
latory centers and specific organs. These instru-
ctions for coping and adaptation are called
efferents and typically terminate in action by
target systems.

The hypothalamus plays a primary regula-
tory role for the nervous system. Among its
many important functions is its control of the
sympathetic nervous system (SNS) and
parasympathetic nervous system (PNS), which
are coordinated to regulate arousal and reduc-
tion of arousal in response to change or threat.
The SNS and PNS interface with nearly every
organ or organ system in the body and help to
control such diverse activity as respiration,
digestion, heart rate, and energy storage or
release. Given these broad connections, it is
not surprising that changes in activity in the
nervous system have been linked to various
disease states and processes.

Of some interest is the close interaction
between the two major regulatory systems in
the body, the nervous and endocrine systems.
The central nervous system (CNS) consists of the
brain and spinal cord and serves an integration
function. The peripheral nervous system includes
all ganglia, neurons, and synapses that detect and
relay information to the spinal cord and brain.
Excitation of a pathway stimulates activity that
eventually sends regulatory messages to effector
organs such as skeletal muscles. Afferent excita-
tion sends these messages to the CNS; efferent
excitation involves information from the CNS
going to the periphery.

The endocrine system is closely connected to
the nervous system and often works in concert

with it to achieve desired objectives. For example,
neurally mediated activation of the sympa-
thetic nervous system lasts a relatively short
time and needs to occur periodically to main-
tain an aroused state. However, endocrine
activity can augment sympathetic activity and
is reliably associated with the same modulation
of organ systems activity as nervous system
activation. The chief difference is that
endocrine-mediated arousal has the potential
to last longer and most cases of simultaneous
activation of nervous system and endocrine
pathways appear to be designed to intensify
and extend arousal.

These regulatory systems are organized in
ways that allow them to play key gatekeeper
and regulatory roles in orchestrating response
to nearly any stimulus or set of conditions.
Most incoming information from external
sensors (e.g., eyes, ears, touch) is transmitted
to the brain through the spinal cord, permit-
ting immediate local activity or reflexive
responses as well as more reflective, cognitively
mediated responses. The efferents that
emanate from the CNS in turn lead to both
neural and endocrine changes that inhibit
activity in some systems and stimulate activity
in others. Control of blood pressure, for
example, is responsive to external and internal
events and often involves both local, non-CNS-
mediated regulation as well as CNS-derived
messages that inhibit some cardiovascular
activity and increase other activity. This com-
plex orchestration of responses is but one
example of the extraordinarily adaptive nature
of the body.

Stress and regulatory systems

A good example of how these systems work
together is stress, a complex, biobehavioral
process that heightens adaptive capacity and
motivates action that will eliminate or accom-
modate threats or demands. Stress involves
nearly every organ system in the body, is clearly
mediated by the CNS, and is an often-cited path-
way by which environmental events may affect
health. It is also a useful exemplar of many of the
biobehavioral mechanisms discussed in this
chapter. For our purposes, we focus on the
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nature of regulatory signals in stress. Popular
theory suggests that stress is appraised and expe-
rienced as a function of detection and interpre-
tation of environmental changes or conditions.
External events, ranging from disasters, weather,
noise, crowding, and job stress or loss, to inter-
personal conflicts and social stressors, pose
threats to people, require some form of adapta-
tion, and motivate and support coping that will
reduce arousal and perceived danger. These
events or changes are detected and relayed to the
CNS where they are interpreted and responses
formulated. Such appraisals trigger neural- and
endocrine-mediated SNS activation, which can
be relatively long-lasting and generalized. Many
of the health effects linked to stress are associated
with SNS activity mediated primarily by the
endocrine system, which interfaces with nervous
system activity at various points.

The cascade of biological changes associated
with stress is accomplished primarily through
two major endocrine systems: the sympathetic–
adrenomedullary (SAM) and the hypothalamic–
pituitary–adrenocortical (HPA) axes. The SAM
is activated when sympathetic innervation
stimulates the adrenal medulla and causes the
release of epinephrine. Some norepinephrine
is also released from the adrenal medulla but
most norepinephrine is released by sympa-
thetic nerve endings concentrated in several
areas of the body. These hormones, also known
as catecholamines, enter the bloodstream and,
as described, can have wide-ranging and rela-
tively long-lasting effects, augmenting and
supporting direct SNS effects on cardiovascu-
lar and respiratory function, digestion, meta-
bolism, skeletal muscle tone, and other
activities. The HPA axis is not a component of
sympathetic activation, representing a separate
system that has effects on metabolism, inflam-
mation and immune system activity. The system
is activated by release of corticotropin-releasing
factor (CRF) from the hypothalamus, which
stimulates release of adrenocorticotropin hor-
mone (ACTH) from the pituitary gland, which
in turn travels to the adrenal cortex and stimu-
lates the release of corticosteroids such as
cortisol from the adrenal cortex. Neurons in
the hypothalamus monitor the rate of change
of cortisol in the blood, and when this

monitoring indicates that circulating levels of
cortisol are sufficiently high, exert inhibitory
effects on further release of CRF from the
hypothalamus. Receptors that mediate this
negative feedback loop are also present in pitu-
itary tissue, permitting control over ACTH
release.

Secreted glucocorticoids facilitate the conver-
sion of fats and carbohydrates to immediately
usable forms of energy and other steroids help
to govern mineral balance in several systems.
Changes in glucocorticoids appear coordinated
to mobilize or liberate stored energy in prepara-
tion for behavioral response to threat. They are
also anti-inflammatory agents and appear to
help regulate some immune system activities. It
should be noted that the functioning of major
neuroendocrine systems is more complex than
described here. Although we have presented
them as relatively autonomous, they overlap
considerably, have some redundant functions,
and regulate one another in a variety of ways.
For example, CRH also influences activity asso-
ciated with SNS such as epinephrine and norep-
inephrine release, and HPA products affect the
synthesis and activity of other SNS components
(Griffin & Ojeda, 1992).

Stress, regulatory systems,
and disease

Stress-related changes in nervous and
endocrine system activity are believed to be
adaptive in the sense that they can facilitate sur-
vival during acute stress, particularly when
alertness, strength, or speed is critical. However,
this benefit does not come without a cost.
When activation of these systems is chronic or
excessive, damage can occur. Chronic or exces-
sive activation of nervous or endocrine systems
may occur as a result of dispositional hyperre-
sponsivity or as a result of ‘normal’ response
systems operating under conditions of unusu-
ally frequent or intense stress. Stress can also
affect endocrine activity by disrupting negative
feedback loops involved in HPA regulation, as
when chronically high levels of cortisol affect
these feedback mechanisms (e.g., Sapolsky,
Krey & McEwen, 1984). Stress can also affect
endocrine activity by altering gene expression.
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For example, the release of catecholamines
during SNS activity can lead to an increase in
the expression of genes that encode enzymes
involved in the production of more cate-
cholamines (Sabban & Kvetnansk, 2001).
Because stress effects occur in systems that are
actively influencing other systems, they may
reverberate and directly or indirectly cause
dysfunction in other systems. The damage
stemming from chronic or excessive activation
can contribute to pathophysiology as well as
to the progression or exacerbation of existing
disease conditions.

One example is cardiovascular disease. High
levels of sympathetic or HPA activity can influ-
ence the development of cardiovascular disease
as well as trigger coronary events among
patients with pre-existing coronary artery dis-
ease (e.g., Rozanski et al., 1988). Evidence sug-
gests that direct effects of sympathetic activation
may be involved in arterial wall damage, that
stress may increase platelet aggregation and
clotting and may even precipitate ischemia or
myocardial infarction (Smith & Ruiz, 2002).
The mechanisms underlying these influences
are described below (see section ‘Stress, cardio-
vascular function, and cardiovascular disease’).

Diabetes is another useful example of the
clinical importance of stress-related endocrine
changes. Diabetes mellitus can be divided into
two forms, type I (insulin dependent) and type II
(insulin independent). Both disorders are char-
acterized by a buildup of glucose levels in the
blood as a consequence of the absence or dys-
function of a hormone called insulin. Short-
term symptoms can include increased thirst and
urination, fatigue, and blurred vision, while dia-
betes can eventually cause severe damage to the
retina, kidneys, and other tissues, potentially
leading to loss of sight, kidney failure, leg and
foot ulcers or gangrene, or diabetic coma
(Guyton, 1991).

Glucose is a primary fuel that cells use to
function. Its production is a major task of the
digestive system as glucose is extracted or
derived from foods that have been eaten.
Glucose is taken up into cells through the action
of insulin. In type I diabetes, pancreatic cells
fail to produce enough insulin for glucose to be
properly taken up and used in cells throughout

the body; in type II diabetes, bodily cells
gradually become resistant to the effects of
insulin, causing similar problems with glucose
uptake. As discussed, HPA activity facilitates the
conversion of stored energy into available
energy, which results in increased release of
glucose into the bloodstream. Glucocorticoids
can also inhibit insulin production. These
effects present obvious problems for diabetic
individuals who are already compromised in
their ability to take glucose from the blood-
stream into cells. By increasing blood glucose
levels, or reducing insulin levels, stress-related
HPA activity can affect symptom expression or
onset as well as disease course and management
in both type I and type II diabetes (Surwit &
Schneider, 1983; Surwit & Williams, 1996).

Elevated glucocorticoids can also exert
inhibitory effects on various metabolic
processes, including protein and triglyceride
synthesis and glucose and calcium transport.
These processes can lead to loss of bone and
muscle mass (Griffin & Ojeda, 1992). Excessive
HPA activity can also have deleterious CNS
effects. High levels of cortisol or other corti-
costeroids can damage the hippocampus, a
critical brain area for memory storage, and
have been associated with some cognitive
deficits (e.g., Davis et al., 1986; Ling, Perry &
Tsuang, 1981; Starkman, Giordani, Berent,
Schork & Schteingart, 2001). Finally, recent
evidence has also shown a positive association
between cortisol and disease progression in
HIV disease (Leserman et al., 2002).

As noted, excessive or pathogenic endocrine
responses can result from ‘normal’ systems
operating under extreme conditions, or from
‘normal’ conditions operating on hyperrespon-
sive systems. While the former has been the
focus of considerable research into links between
endocrine functioning and types of stressful
experiences or other environmental risk factors,
dispositional differences are the focus of efforts
to identify genetic or biological risk factors.
Genetic or biologically based differences in pat-
terns of endocrine responses between people of
different genders, ages or ethnicities have been
suggested to account for some differences in dis-
ease risk observed in these groups (Schooler &
Baum, 2000).
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Implications for adaptation

Most descriptions of the functional utility of
regulatory systems converge on a single theme:
preparing and enabling the body to respond to
challenges or threats in ways that will increase
the likelihood of surviving this threat. From an
evolutionary perspective, this speaks to the
concept of adaptive value or reproductive fit-
ness and may help explain why these survival-
enhancing systems evolved. At the same time,
an evolutionary perspective can provide
insight into why biobehavioral processes con-
tribute to disease vulnerabilities. In consider-
ing the evolutionary significance of biological
and biobehavioral systems, it is a mistake to
assume that the products of evolution by
natural selection have been perfected over time
for optimal health. Current biological or
biobehavioral systems do not represent a pin-
nacle of evolutionary processes or a finished
product. Natural selection does not result in
perfectly designed solutions to adaptive chal-
lenges, but rather proceeds by selecting among
randomly generated and often suboptimal
alternatives that are bound by various forms of
constraints. Furthermore, what is being
selected for is not the maintenance of health
per se, but rather reproductive success.
Although health is obviously important for
reproducing and leaving viable descendants,
natural selection can and does at times favor
biological or biobehavioral features or
processes that have the potential to impair
health. Examples include adaptive features or
processes that have health-impairing costs or
byproducts, those that provide immediate fit-
ness benefits at the expense of health conse-
quences that emerge after reproductive
consequences have diminished or ceased, those
that result from dysregulation or chronic acti-
vation of otherwise adaptive processes, or
those that may have been adaptive in the past
but compromise health when they operate in
the context of a modern, evolutionarily novel
environment.

These considerations can offer insight into
why the physiological machinery underlying
many biobehavioral processes is imperfectly
designed with respect to human health, helping

to explain the presence of biobehaviorally
mediated disease vulnerabilities. They also sug-
gest that the effects of these vulnerabilities may
be modifiable and can be identified and iso-
lated. To the extent that these vulnerabilities
are species-wide, controlling disease risk will
involve identification and management of
behavioral or psychosocial correlates that may
shift these vulnerabilities in one direction or
another or cause clinical manifestations of
these vulnerabilities to occur in the first place.
For example, the flexible and modifiable nature
of cognitive appraisal processes offers opportu-
nities to lessen the health-impairing effects of
some pathogenic biobehavioral processes, as
illustrated by the use of cognitively based inter-
vention strategies to successfully modify
perceptions and effects of stress among at-risk
individuals (e.g., Antoni et al., 2000).

Defense Systems 

The immune system serves a primary defense
role for the human body against foreign mate-
rials, or antigens, such as invading bacteria and
viruses or more difficult to detect altered or
irregular host cells such as malignancies. It is a
complex system consisting of natural barriers
such as skin and mucous membranes as well as
an array of immune organs and cells. As
described, lymphatic nodes and vessels also
play a complementary role for the immune
system. Immune cells are white blood cells or
leukocytes, and include lymphocytes (T cells, B
cells, and natural killer cells), monocytes
(which become macrophages), and granulo-
cytes (neutrophils, basophils, and eosinophils).
These cells have effector actions and partici-
pate in the production of intercellular messen-
gers called cytokines. Together, these barriers,
cells, and cell products attack pathogens, keep
them out, or alter the bodily environment to
make it inhospitable.

Deficient immune function is thought to
create susceptibility to disease, much as any
weak defense structure is vulnerable to infiltra-
tion. These deficiencies can occur at any point
in the process of bodily defense. A cut provides
a path into the body through the skin, a
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primary immune system barrier. Weakness in
local or initial systemic defenses can allow
infections to develop, and weakened cellular
activity can result in persistence and spread of
that infection. Immune function clearly influ-
ences susceptibility to and control of infectious
diseases. There is also evidence that it may be
involved in the etiology or course of cardiovas-
cular disease (by affecting relevant inflamma-
tory processes) and cancer (by affecting host
immunosurveillance). Growing evidence of
behavioral and psychosocial influences on
immune function has led to the emergence of
psychoneuroimmunology and given it promi-
nence in health psychology research.

The immune system consists of at least two
kinds of agents, those associated with the
innate immune system and those associated
with acquired immunity. Natural killer (NK)
cells, macrophages, monocytes and neu-
trophils, which comprise innate or non-
specific immunity, need no prior exposure in
order to target antigens. These cells represent a
first line of defense against pathogens. Other
immune cells, including T cells and B cells,
require prior exposure to antigens before they
can recognize them as targets. This represents
what is known as specific or acquired immu-
nity. After an initial exposure to an antigen,
T cells are able to retain a specific memory of
the antigen and mount a powerful defense
against the same antigens in future encounters.

One important function of innate immunity
is to mediate inflammation. Inflammation is a
local response to tissue damage or the presence
of microbial invasion or infection. An adaptive
benefit of inflammation is that it can limit the
extent of damage at the site of injury, either by
promoting destruction and elimination of
invading pathogens or by initiating tissue repair
processes. In this way, these processes represent a
first line of defense against various invasive
agents. However, under some circumstances
these same inflammatory mechanisms can con-
tribute to rather than protect against disease.

Immune cells originate in bone marrow
from pluripotent stem cells. Some of these cells
migrate to the thymus where they develop
into T cells, and are agents of cell-mediated
immunity. These cells then circulate through

the blood or lymph and reside in other
immune organs such as the spleen or lymph
nodes. B cells mature elsewhere and become
agents of humoral immunity, which provides
defense by producing antibodies. For the pur-
poses of this chapter, it will suffice to say that
cell-mediated and humoral immunity are
sophisticated systems that require complex
coordination and interaction between various
types of cells. What will be emphasized here is
the growing recognition of the relevance of
behavior and emotion for the functioning of
these defense systems.

Considerable research with both humans
and animals demonstrates that the immune
system shares bidirectional relationships with
the central nervous system, through direct
sympathetic innervation as well as endocrine
system pathways (Ader, Felten & Cohen, 1991).
Sympathetic connections communicate with a
variety of immune organs including spleen,
thymus, bone marrow and lymph nodes, repre-
senting direct physical links between the CNS
and immune system. Indirect connections are
suggested by evidence showing that immune
cells, including T and B cells, contain receptors
for several hormones and neuropeptides
including corticosteroids, catecholamines, and
opioid peptides (Plaut, 1987). At the same time,
some immune system changes have corre-
sponding effects on how people feel or how
well they perform; increases in some cytokines,
for example, are associated with feeling ill,
increased inflammation, and general malaise
(e.g., Watkins, Maier & Goehler, 1995).
Nervous and endocrine system influences on
some aspects of immune function have been
confirmed by several areas of research (e.g.,
Irwin, Hauger, Jones, Provencio & Britton,
1990). Injections of epinephrine that in some
ways mimic sympathetic arousal have been
found to cause changes in the proportions of
lymphocyte subsets in peripheral blood (Crary
et al., 1983). This is consistent with evidence
that high SNS reactors show the largest stress-
related immune changes (Zakowski, McAllister,
Deal & Baum, 1992) and with a number of
studies suggesting that sympathetic stimulation
causes increased migration of some immune
cells from storage in lymphoid tissue into the
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bloodstream (e.g., Delahanty et al., 1996;
Manuck, Rabin, Muldoon & Bachen, 1991). In
addition, when medications are administered
that block adrenergic receptors, stress-related
immune effects are reduced or eliminated (e.g.,
Bachen et al., 1995). Biological bases for an
interface between regulatory systems and the
immune system have thus been demonstrated.

Stress and immune
system activity

Assessing the effects of stress or other psycho-
social influences on immune function and the
measurement of immune competence in gen-
eral are complicated by the complexity of the
immune system and the related difficulty
involved in selecting and interpreting samples.
Quantitative and functional assessments of
immune parameters can be performed in the
laboratory, and several in vivo parameters can
also be assessed. But it can be difficult to gener-
alize or draw conclusions about the clinical or
even biological significance of observed
changes or fluctuations in these measures.
Moreover, there are significant differences in
the magnitude of immune changes following
stress from one individual to the next,
although there is some evidence that these
responses are stable across time and stressor
type for any given individual (Marsland,
Henderson, Chambers & Baum, 2002;
Marsland, Manuck, Fazzari, Stewart & Rabin,
1995). Nevertheless, research has begun to
identify the types of psychosocial conditions
that can elicit nervous- and endocrine-mediated
immune changes, as well as those that may be
associated with clinically relevant outcomes
such as disease risk (Kiecolt-Glaser & Glaser,
1995).

Loneliness, poor social support, negative
mood, disruption of marital relationships,
bereavement, natural disasters and other forms
of stress have been associated with changes in
various aspects of immune function (reviewed
in Cohen & Herbert, 1996). For the most part,
these naturalistic stressors have been associ-
ated with suppression of both functional and
quantitative parameters, particularly when
the stressor is severe and sustained (e.g.,

McKinnon, Weisse, Reynolds, Bowles & Baum,
1989). On the other hand, acute laboratory
stressors often precipitate immediate and
short-lived increases in the numbers of circu-
lating T cells and NK cells (e.g., Wang,
Delahanty, Dougall & Baum, 1998) as well as
transient increases in NK cell activity (Naliboff
et al., 1991). Stress-related changes in some
immune parameters may occur in a biphasic
fashion, exhibiting temporary increases during
or immediately following stress, followed by a
more sustained post-stressor drop below
baseline levels (Cohen, Delahanty, Schmitz,
Jenkins & Baum, 1993). At least two studies
have prospectively documented this pattern
within a single sample, finding increased NK
cell activity during acute stress and subsequent
below-baseline reductions within 1 hour after
stressor termination (Breznitz et al., 1998;
Schedlowski et al., 1993). Stress-related sup-
pression of NK cell activity may be especially
relevant because natural killer cells can sponta-
neously destroy cancer cells (e.g., Herberman
& Orlando, 1981) and may play an important
role in defense against the progression of some
cancers (Tajima, Kawatani, Endo & Kawasaki,
1996; Whiteside & Herberman, 1995).

Stress, immune activity,
and disease

The relationship between stress and disease risk
has been more difficult to establish than have
simple stress effects on immune function. Not
all biological manifestations of stress will neces-
sarily translate into clinically observable effects.
Nevertheless, there is considerable support for
the likelihood that stress increases risk of upper
respiratory infections such as colds (e.g., Cohen
et al., 1998; Cohen, Tyrell & Smith, 1991) and
some research supporting the possibility that
stress or other psychosocial factors increase the
risk or progression of cancer or other illnesses
(Cole, Kemeny, Taylor & Visscher, 1996;
Ramirez et al., 1989). Studies that have inter-
vened to reduce stress among cancer patients
have found a variety of benefits associated with
stress reduction, including some evidence of
slowed disease course (Baum & Andersen, 2001;
Fawzy et al., 1993; Spiegel, Bloom, Kraemer &
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Gottheil, 1989). Although the immune system is
considered a likely mediator of these observed
relationships, verification of immune mediation
of stress-related health effects has been elusive
(e.g., Cohen et al., 1998), and clinical relevance
of stress-related immune changes has not
been empirically established for any diseases.
Researchers are still attempting to confirm
the possibility that stress-related immune
changes affect the incidence or progression of
colds and influenzas (e.g., Cohen et al., 1991),
HIV disease (e.g., Leserman et al., 1997), and
cancer (e.g., Andersen, Kiecolt-Glaser & Glaser,
1994). In addition, asthma, arthritis, irritable
bowel syndrome, and psoriasis may be influ-
enced through similar psychoimmune mechan-
isms. Stress-related changes in immune
function remain an unconfirmed but plausible
biobehavioral pathway through which psycho-
social factors influence disease etiology or
progression.

Given the plausibility of this pathway, sub-
stantial research has been directed towards
evaluating the extent to which the psychosocial
milieu or psychological interventions can
favorably modulate immune function.
Although it may not be possible or even desir-
able to enhance immune function beyond nor-
mal or baseline levels, preventing or buffering
stress-related immune decrements is consid-
ered beneficial. Research suggests that some
psychosocial influences are influential in this
regard. High levels of reported social support
have been positively associated with functional
immune parameters in a number of popula-
tions at risk for stress-related immune sup-
pression, including cancer patients (Levy et al.,
1990), spouses of cancer patients (Baron,
Cutrona, Hicklin, Russell & Lubaroff, 1990),
and individuals reporting high levels of general
stress (Schlesinger & Yodfat, 1991). These effects
have been attributed to the ability of a strong
social support network to minimize or buffer
stress-related decreases in immune function,
perhaps by modulating stress effects on biolog-
ical activities like endocrine function or effects
on behaviors such as sleep or diet.

Such findings have stimulated a number of
attempts to deliver beneficial psychosocial
interventions to populations who are at risk

for immune suppression in order to evaluate
whether similar immune benefits might be
generated. There have been some promising
results. For example, among a sample of newly
diagnosed malignant melanoma patients, a
structured psychiatric intervention was associ-
ated with increased interferon-augmented NK
cell activity at 6-month follow-up (Fawzy et al.,
1990). Increased NK cell activity was also
observed in geriatric subjects who underwent a
psychosocial intervention (Kiecolt-Glaser,
Glaser et al., 1985). In addition, a stress-
management intervention attenuated the reduc-
tion in immunocompetence associated with
notifying people of their HIV seropositive status
(Antoni et al., 1991). These studies provide
evidence that psychosocial interventions have
the potential to buffer the immunosuppressive
effects of stress. However a recent meta-analysis
of the effects of psychological interventions on
immune function indicated that these effects
are modest, with intervention strategies empha-
sizing hypnosis and conditioning showing the
strongest immune effects (Miller & Cohen,
2001). Although evidence for the effects of
stress on immune function is well established,
evidence for the clinical relevance of these
effects and for the ability to modulate these
effects is considerably less compelling.

Subcellular defense systems

The immune system may represent a primary
mode of biological defense, but there are sub-
cellular levels of defense that are also relevant.
Cells periodically sustain damage from external
agents or random events. This damage is ordi-
narily repaired and DNA restored to its prior
state. These molecular defense systems act
upstream of immune surveillance and serve to
protect DNA by preventing and repairing dam-
age that could lead to deleterious changes in
cell structure or function. Changes in cellular
structure or function are particularly relevant
for the development of cancer, although they
may also contribute to other forms of illness or
disability. DNA damage can result from a
variety of external insults as well as from bio-
chemical interactions with endogenous chemi-
cals, and may contribute to tumor initiation
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and progression (Jackson & Loeb, 2001).
Autonomous DNA repair systems operate
through a variety of pathways to maintain
genomic stability by fixing this damage before
it gives rise to somatic mutations (Wood,
Mitchell, Sgouros & Lindahl, 2001). Failure to
repair DNA damage potentially allows the
propagation of mutations in future generations
of cells leading eventually to clinical disease.
Immune-mediated processes and apoptosis
become the major defense against continued
replication of altered cells once these mutations
have occurred. Apoptosis is the process of pro-
grammed cell death, signaled by the nuclei in
normally functioning cells. It is a process that
requires metabolic activity and results in disin-
tegration of cells into membrane-bound parti-
cles that are later eliminated by the body. In
some ways apoptosis reflects a ‘failsafe’ system
that is needed when basic defenses against
propagation of mutations fall short and poten-
tially dangerous mutations are poised to repli-
cate and in some cases become malignant.
Ironically, however, one of the characteristic
features of cancer cells is their ability to avoid
apoptosis; cancer cells appear to be resistant to
these processes.

Research suggests that DNA repair systems
and/or the extent of DNA damage may be
moderated by stress. Various forms of stress
have been associated with altered repair of
damaged DNA in both human and animal
studies (Cohen, Marshall, Cheng, Agarwal &
Wei, 2000; Forlenza, Latimer & Baum, 2000;
Glaser, Thorn, Tarr, Kiecolt-Glaser &
D’Ambrosio, 1985; Kiecolt-Glaser, Stephens,
Lipetz, Speicher & Glaser, 1985). These studies
suggest additional pathways through which
stress or other psychosocial factors may influ-
ence carcinogenesis beyond immune surveil-
lance (Forlenza & Baum, 2000). In addition to
processes like stress and mood states, overt
behaviors such as tobacco use, alcohol use and
sun exposure are also known to affect this defense
system (Nakajima, Takeuchi, Takeshita &
Morimoto, 1996; van Zeeland, de Groot, Hall &
Donato, 1999). Exposure to ultraviolet radiation
in sunlight inflicts genetic damage and is consid-
ered to be responsible for the majority of skin
cancers (International Agency for Research on

Cancer, 1992). Alcohol consumption has been
found to inhibit endogenous DNA repair
processes (Brooks, 1997). Tobacco smoke is also
known to contain a variety of substances that
initiate genetic damage, and may indirectly pro-
mote carcinogenesis through affecting activation
and detoxification of xenobiotic compounds
and the generation of oxidative damage from
free radicals in cigarette smoke (Pryor, 1993).

Transport Systems 

Several systems can be considered in this cate-
gory because they are wholly or partly involved
in movement of nutrients, waste products,
chemical messengers, and other elements of
normal bodily function. The cardiovascular
system consists of the heart, arteries, capillaries,
and veins. It falls under the rubric of a trans-
port system because it carries a variety of sub-
stances to places in the body that need them
and transports waste products to places where
they can be removed. The heart functions as a
central pumping and collection unit, moving
blood through blood vessels. This system trans-
ports nutrients absorbed through digestion,
oxygen absorbed through respiration, and reg-
ulatory hormones and peptides released during
endocrine activity. These substances are often
destined for distant organs and tissues, and the
pervasiveness and reach of this system is critical
for timely and targeted delivery. The system
reaches every region of the body and has some
regulatory function, typically due to innerva-
tion or hormone receptors of the nervous and
endocrine system.

There are four chambers in the heart: the
right atrium, left atrium, right ventricle, and
left ventricle. Once blood is oxygenated in lung
tissue, it travels into the left atrium and left
ventricle. The heart pumps blood from the left
ventricle into the arteries, where it is dispersed
throughout the body, where oxygen and nutri-
ents are delivered and waste products are taken
up. Venules and veins then return the oxygen-
depleted blood to the right atrium and right
ventricle, where it is pumped into the pul-
monary region, and carbon dioxide in the
blood is taken up prior to being exhaled. Heart
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valves ensure the continuous forward movement
of this system.

Breakdown or dysfunction of the cardiovas-
cular system can threaten the viability of cells,
organs, and ultimately the organism. Some of
the conditions that cause dysfunction have
increased over the past 100 years, and cardio-
vascular disease has been the most common
cause of death among people living in indus-
trialized countries during the past century. This
suggests that stress, diet, exercise, and a few
other biobehavioral variables are major
sources of risk for heart disease. There are
several syndromes and kinds of cardiovascular
disease that differ in dynamics and locus.
Coronary heart disease (CHD), which involves
arteries that provide nutrients to the heart
muscle itself, and the narrowing of arteries in
the brain or other areas of circulatory activity
both involve the accumulation of plaque on
the inner lining of arteries, a process known
as atherosclerosis. Atherosclerosis typically
develops insidiously over the course of many
years, as blood flow to the heart is increasingly
restricted. When coronary arteries are suffi-
ciently restricted they are not able to deliver
oxygen to the heart, causing ischemia, and this
previously asymptomatic condition can result
in clinical manifestations of CHD including
chest pain, heart attack and sudden cardiac
death. Other diseases and disorders involve
blood clotting, hemorrhage, or other dynamics
that can cause stroke, irregular heart rate, and
other syndromes.

Stress, cardiovascular function,
and cardiovascular disease

The pathogenesis of CHD is complex, involv-
ing various biochemical, inflammatory, and
hemodynamic processes (Black & Garbutt,
2002; Ross, 1999). Likewise, biobehavioral
mechanisms in the etiology or course of CHD
may intersect with CHD pathophysiology at
multiple levels. As noted, nervous and
endocrine systems interface with the heart,
causing changes that are ostensibly adaptive in
the short term when faced with acute stress.
However, increases in the frequency of expo-
sure to glucocorticoids or catecholamines or

other stress-related changes can precipitate a
number of hemodynamic and immune/
inflammatory changes that can be pathogenic
over the long run.

Stress-related hemodynamic changes may
contribute to CHD processes by influencing
heart rate, cardiac output, blood pressure, and
clotting processes including coronary vasocon-
striction and platelet aggregation (Smith &
Ruiz, 2002). Increases in heart rate and blood
pressure increase the force and pressure within
vessels and arteries, which can contribute to
shear stress that may damage the endothelium
(Traub & Berk, 1998). Once the interior lining
of the blood vessel has been damaged, the
resulting lesions may constitute vulnerabilities
for subsequent buildup of atherosclerotic
plaque at these sites. In addition to causing
hemodynamic changes that can damage arter-
ies and coronary vessels, stress-related
endocrine effects may be pathogenic by pro-
moting the formation of blood clots or altering
neural transmissions to the heart (e.g.,
Kamarck & Jennings, 1991). Stress-related SNS
or HPA activity may also contribute by medi-
ating immune and inflammatory processes,
and growing evidence suggests that these
processes are centrally involved in CHD. For
example, products of HPA and SNS activity
such as corticosteroids and cytokines can
mediate inflammatory processes at sites of
endothelial damage, promoting the adhesion
of immune cells to the arterial wall (Black &
Garbutt, 2002). This, then, contributes to
narrowing of the interior of the vessel.

Behavioral and psychosocial variables have
been clearly linked to CHD risk and progres-
sion in a variety of epidemiological and animal
studies (Smith & Ruiz, 2002). Men who are
especially impatient, hostile, and antagonistic
or have recently endured stressful life events
appear to have an increased risk for CHD (e.g.,
Helmer, Ragland & Syme, 1991; Mittleman
et al., 1995). These individuals have been
shown to have higher circulating levels of epine-
phrine and less favorable cholesterol profiles,
and respond to stress with greater SNS and
HPA activity (e.g., Williams, Suarez, Kuhn,
Zimmerman & Schanberg, 1991). Experimental
studies with non-human primates suggest that
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disruption of the social environment, heightened
cardiovascular reactivity, and behavioral domi-
nance increase CHD risk (Manuck, Marsland,
Kaplan & Williams, 1995). The use of medica-
tions that block endocrine signals confirms that
neuroendocrine pathways play a mediating role
between psychosocial conditions and CHD
processes (Manuck et al., 1995).

Identification of behavioral and emotional
correlates of cardiovascular disease outcomes
or processes, such as anger and hostility, has led
to efforts to manage or reduce these processes
and associated disease risk. The fact that behav-
ioral risk is largely modifiable is encouraging
because it permits a possible pathway to reduce
overall risk for disease and disability. A variety
of behavioral and cognitive strategies have been
used among cardiac patients or those at risk,
including relaxation training, cognitive behav-
ioral stress management, meditation, group
emotional support, and cognitive therapy
(reviewed in Linden, Stossel & Maurice, 1996;
Schneiderman, Antoni, Saab & Ironson, 2001).
Despite some reports that such approaches can
indeed reduce psychological and biological risk
factors as well as the incidence of recurrent
myocardial infarctions (e.g., Friedman et al.,
1986; Linden et al., 1996), negative or inconsis-
tent findings have also been reported
(Rozanski, Blumenthal & Kaplan, 1999). While
stress and some of its physiological conse-
quences have clearly been linked to the etiology
of CHD, the ability to successfully reduce
CHD-associated morbidity or mortality by
modifying these processes, while promising, is
less certain.

Other transport systems

A second transport system is the lymphatic
system, a network of nodes connected by low-
pressure vessels that carry a fluid called lymph
to and from bodily tissues and back into circu-
lation again. As an alternative circulatory
system, it conveys immune cells, growth
factors, and the like, and removes spent
immune cells and debris from invading
pathogens. Lymph contains lymphocytes
(immune cells) along with protein and fats.
Approximately 3 liters of lymph seep from

blood vessels into body tissues every day before
being carried by lymphatic vessels, passing
through lymph nodes, and being delivered
back into the bloodstream.

The lymphatic system comprises lymphoid
organs, which include the spleen, tonsils,
Peyer’s patches, thymus, and lymph nodes.
Lymph nodes contain a mesh of tissue in
which lymphocytes and macrophages are
housed. These nodes are a staging area for
immune cells, are involved in the production
of antibodies, and serve to filter, attack, and
destroy antigens such as cancer cells, bacteria,
and viruses. Lymph nodes are spread through-
out the body, clustering where lymphatic
vessels branch off such as in the armpits, neck,
and groin. Although this is a transport system,
it plays a crucial supporting role in bodily
defense, representing another example of the
overlapping and complementary nature of
many of these systems. The development of
new lymphatic vessels is also centrally involved
in tissue repair and inflammatory reactions
throughout the body, as healing of damaged
bodily tissue requires the successful regrowth
and reconnections of lymphatic vasculature
(Oliver & Detmar, 2002).

As noted, acute stress can cause rapid
changes in concentrations of immune cells in
circulation, reflecting stimulation of nodes and
lymphoid organs to release immune cells.
There is also some animal research showing
increases in flow of lymph fluid and immune
cell output from lymphatic nodes following
administration of acute pain or adrenaline
injections, suggesting that lymphocytes in
regional tissues can be mobilized in response
to acute stress (Shannon, Quin & Jones, 1976).
Additional research is needed to better under-
stand the clinical implications of stress-related
alterations in lymphatic system activity and
how this interfaces with the well-documented
stress-related changes in various immune
parameters.

Resource Systems 

The digestive or gastrointestinal (GI) system
transforms consumed food into usable
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resources. It includes the mouth, salivary
glands, esophagus, stomach, and intestines.
Digestion takes place in stages, beginning in
the mouth where food is broken down through
chewing and the action of salivary enzymes.
After food is swallowed, it is pushed to the
stomach by contractions called peristalsis,
where gastric acids and enzymes further break
down the food. Breakdown is completed as
food then passes through the small and large
intestines, where secretions from the pancreas,
liver, and gallbladder aid in the process of
absorption through the lining of the intestines
and into the bloodstream.

The respiratory system is a second resource
system. It works closely with the cardiovascular
system to remove carbon dioxide from the
blood and replenish it with oxygen. These
processes occur in the lungs, the primary
organ in the respiratory system. The lungs are
large organs that contain about 1000 square
feet (100 m2) of surface area. A normal breath
brings in approximately 0.5 liter of gas, while
maximum adult capacity is between 5 and
6 liters. The nose, mouth, pharynx, trachea,
diaphragm and abdominal muscles also play
supporting roles in respiration.

Air is inhaled through the nose or mouth
with the help of the pharynx, a muscular organ
at the back of the throat, and the diaphragm,
a muscle at the bottom of the rib cage. The
activity of the diaphragm causes the rib cage to
raise, increasing lung volume and causing a
low-pressure area. This pressure brings air into
the lungs through the trachea or windpipe,
which branches into bronchial tubes and then
smaller bronchioles, terminating in small air
sacs called alveoli that have permeable mem-
branes allowing the exchange of oxygen and
carbon dioxide. The exchange of these gases is
carried out through diffusion. The diffusion
gradient is maintained by inhalation, which
renews air in the alveoli with an oxygen con-
centration near levels of atmospheric air, and
alveolar capillaries, which supply blood from
circulation with a low oxygen concentration
and high carbon dioxide concentration.

The respiratory system is controlled by both
voluntary and involuntary mechanisms, over-
lapping to some extent with regulatory systems

that function to promote optimal levels of
blood gases. Part of the brain known as the
medulla monitors carbon dioxide levels in the
blood in order to maintain respiration at this
optimal rate, and can independently initiate
respiration if necessary.

The leading respiratory disease is chronic
obstructive pulmonary disease (COPD).
COPD is a progressive, largely irreversible dis-
order marked by airflow limitation associated
with inflammatory responses in the lungs to
noxious substances (National Institutes of
Health, 2001). These disorders include or
involve emphysema, small airway inflamma-
tion and fibrosis, chronic bronchitis, and
mucus gland hyperplasia. Cigarette smoking is
the primary risk factor for COPD, lung cancer
and other respiratory disorders (National
Institutes of Health, 2001). Despite clear
evidence that there is a causal relationship
between this preventable behavior and illness
and death, efforts to get people to quit smok-
ing have largely been discouraging. The best
current approaches to cessation among healthy
individuals, which combine pharmacological
and behavioral strategies, result in modest
1-year cigarette abstinence rates of 20–25 per
cent (Centers for Disease Control, 2000). The
effectiveness of these interventions is likely
hampered by the strong reinforcing and addic-
tive properties of nicotine (e.g., Gamberino &
Gold, 1999), and by psychosocial and behavioral
factors that play a role in maintaining smoking
behavior (e.g., Hiatt & Rimer, 1999). For most
individuals who smoke, the possibility of
remote health benefits may not be sufficient to
outweigh the immediate reward and allevia-
tion of withdrawal symptoms associated with
continued use of tobacco products.

Stress, resources system
activity, and disease

In addition to smoking, stress and other
psychosocial or behavioral influences such as
negative emotional states can affect the activity
of these resource systems, often at multiple
levels or stages. For example, these influences
can alter choice of food intake, disrupt diges-
tion by inhibiting saliva production, slow the
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flow of food into the stomach, alter the
concentration of digestive acids or enzymes,
alter blood flow to the stomach, slow nutrient
absorption through the intestinal lining, and
alter contractile or other digestive activities in
the intestines (Astertita, 1985). These changes
can contribute to disease or disease processes
throughout the digestive tract, including an
increased risk of developing ulcers, ulcerative
colitis, and other GI problems (Sapolsky,
1998).

MODELS OF BIOBEHAVIORAL
INFLUENCE

As described, ambient or stable environmental
conditions and chronic conditions such as
stress affect a number of aspects of normal
human functioning. Temperature, weather,
social conditions such as support or interper-
sonal conflict, socioeconomic status, ethnicity
and minority status, gender, age, and condi-
tions characterizing work or home can affect
mood, behavior, and biological processes.
Different models order these elements differ-
ently, so one theory might argue that these
conditions produce negative emotional states
or cognitive appraisals that then affect biologi-
cal and behavioral responses, while others
would suggest that negative affective states
occur in part because of experienced arousal of
biological systems and serve a motivational
function. Behavior change is ordinarily due to
efforts to adapt to these conditions, either
through direct action and manipulation, flight,
or accommodation to them, but may also
occur as a ‘byproduct’ of other dynamics.

General Biobehavioral Model 

Biological changes in a stress model would be
more central to the process and would trace
back to detection and appraisal processes in
the CNS. This central processing would be a
source of the negative affective states and
peripheral biological activation that often
appear to emerge simultaneously. Placed in
this context, biological changes would also be

modified by personal attributes of people
acting in a particular setting, either by modu-
lation of biological systems themselves (as in,
for example, genetic modulation of defense or
transport system strengths or weaknesses) or
by altering the ways in which environmental
or social conditions are appraised or experi-
enced (see Figure 3.1).

There are several important implications of
viewing biobehavioral influences in this way.
First, the importance of considering personal
attributes in these equations cannot be over-
stated. Basic genetic predispositions are key
elements of tendencies to experience particular
moods, to behave in specific ways, and to have
predispositions for vulnerability or ‘immunity’
to certain illnesses. Ethnic genetic variability is
known; some diseases, such as sickle cell
anemia among African Americans or Tay Sachs
disease in European Jews, are far more promi-
nent in susceptible groups. Age affects both
biological responses (e.g., response systems
may become inelastic, or total response may be
diminished as in immunosenescence); gender
also influences these systems. Clearly, behav-
ioral and affective differences are important as
well, and, together with well-known differences
in disease vulnerabilities, biological reactivity,
and response to treatment, contribute to dis-
parities in the burden of chronic diseases.
African Americans generally experience more
cancer morbidity and mortality as well as
greater risk of hypertension than do white
people in the US (Jemal, Thomas, Murray &
Thun, 2002). Men have greater risks for most
diseases and exhibit larger regulatory and
transport system changes when provoked than
do women (e.g., Canto et al., 2000). Age
increases the likelihood of mutations in cells
that can produce malignancies, and is associ-
ated with declines in immune defenses that
may heighten vulnerability to infectious illness.
These kinds of deficits are correlated with
systemic wear and tear that can eventually
produce dysfunction.

Another source of personal influence
includes habitual behavior patterns or person-
ality variables, including hostility, optimism,
and emotional expressiveness. To some extent
these styles probably reflect genetic variability
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but to some degree they appear to be learned
as well. Hostility can be conceptualized as a set
of cynical attitudes that increase proneness to
anger (Smith, 1992), and is commonly assessed
with the Cook–Medley Hostility Inventory
(Cook & Medley, 1954). Hostility has been
clearly linked to differences in cardiovascular
reactivity and to risk for cardiovascular disease
(Smith & Ruiz, 2002). Early studies demon-
strated that these effects are independent of
hypertension or other cardiovascular risk
factors (e.g., Barefoot, Dahlstrohm & Williams,
1983; Barefoot, Dodge, Peterson, Dahlstrom &
Williams, 1989).

Optimism is another dispositional variable
that has received considerable research attention
in studies of coping and illness. Most of this
research has used the Life Orientation Test
(LOT: Scheier & Carver, 1985) to measure
optimism. The LOT is an instrument that
assesses the extent to which people expect or
believe that things will work out for the best.

These studies generally show that optimism is
associated with better physical and psycholog-
ical wellbeing (Scheier & Carver, 1992). The
mechanisms through which optimism influ-
ences health have not been established. There
is some evidence that differences in stress
responses or cognitive styles may be involved
(Carver et al., 1993; MacLeod, Williams &
Bekerian, 1991). Optimistic individuals demon-
strate a bias towards control and efficacy,
variables that appear to sustain favorable expec-
tations in the face of ambiguity, as well as use
action-oriented problem solving strategies.

Some evidence also suggests a link between
styles of emotional expression and disease risk.
For example, women with a repressive coping
style who fail to express strong negative emo-
tions such as anger appear to be at moderately
increased risk for cancer (Greer & Morris,
1975; McKenna, Zevon, Corn & Rounds,
1999). Other forms of behavioral or emotional
inhibition have also been associated with
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unfavorable health outcomes (e.g., Cole et al.,
1996). Haynes and colleagues found relation-
ships between suppressed hostility and coro-
nary heart disease in analyses of Framingham
Study data (Haynes, Feinleib & Kannel, 1980).
Conversely, interventions aimed at eliciting
written expression of emotionally upsetting
events have shown some health benefits
(Smyth, 1998). Additional research is necessary
to establish the extent to which disposition or
personality influences disease and the biologi-
cal mechanisms that mediate these possible
effects.

Joint determination of behaviors that are
beneficial or harmful for health is also impor-
tant in this context. Behavioral responses to
environmental change, for example, are moti-
vated by the negative affective states that are
associated with threatening, harmful, or dan-
gerous events. These affective states are a joint
function of negative cognitions and physical
discomfort associated with arousal or activa-
tion of key regulatory systems. Because the
organism ‘feels bad’, it is motivated to cope,
either by attacking the problem or by fleeing
from it. At the same time these responses are
shaped and supported by biological sequelae
of threatening or harmful appraisal. Coping,
whether adaptive or maladaptive (or simply
ineffective), can contribute to pathophysio-
logy as byproducts of coping or as poor fit
between coping repertoires and stressors; to
the extent that coping is unsuccessful, that the
readying responses associated with stress are
not helpful or are harmful to adaptation to a
given set of conditions, or that systems are
hyperengaged for long periods of time, spe-
cific damage and non-specific wear and tear
that can precipitate or contribute to illness are
likely.

These models also generate a number of
testable hypotheses and offer multiple path-
ways for intervention and moderation of risk.
However, there are other useful models and/or
perspectives in the general health and behavior
field that provide key insights into mind–body
interactions and health and that feature
specific influential biobehavioral interactions
as central pathways.

Diet and Disease 

Diet is a behavior that intersects with a number
of biological systems, with important implica-
tions for health and disease. The amount and
type of resources taken into the body can obvi-
ously affect the ability of resource and trans-
port systems to process and deliver critical
substances or optimal levels of these substances
to places in the body that need them. Food
intake plays a particularly strong role in cardio-
vascular and cerebrovascular disease (e.g.,
Huijbregts et al., 1997), diabetes (e.g., Feskens,
1992) and certain cancers (e.g., Willett, 1996).
The importance of diet in disease and mortality
is suggested by the estimate that diet accounts for
35 per cent of all cancer deaths (Doll, 1992).
Although the pathways through which diet
affects disease risk are still being uncovered,
general dietary effects on disease risk can be
categorized as: (1) overconsumption of foods
that can be health impairing when consumed
beyond certain levels; (2) underconsumption
of potentially health promoting or protective
foods; and (3) the balance between amount of
calories consumed and expended.

Consumption of specific foods is one key
dietary behavior. Saturated fat and trans-fatty
acids clearly increase cardiovascular and cere-
brovascular disease risk (e.g., Hu et al., 1999).
A high ratio of omega 6 to omega 3 fatty acids
may also contribute to these diseases
(Simopoulos, 1999). Specific types of dietary
fat may also influence risk of non-insulin-
dependent diabetes (Feskens, 1992) and certain
cancers (Guthrie & Carroll, 1999), although
these relationships are less clear. Similarly,
sodium intake is known to increase the risk of
hypertension, which is a risk factor for cardio-
vascular disease, stroke, and renovascular dis-
ease (He & Whelton, 1999). Members of
remote rural populations, such as the Xingu
Indians of Brazil, who do not add salt to food,
have lower blood pressure, reduced lifetime
incidence of hypertension, and increased
stability of blood pressure over the lifespan
compared to controls (Carvalho et al., 1989).
Sodium intake may also be associated with risk
for some cancers ( Joossens et al., 1996).
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Diets high in plant foods appear to reduce
the risk of a number of diseases, including
cancer (Kelloff et al., 1996; Potter & Steinmetz,
1996) and cardiovascular disease (Ness &
Powles, 1997). However, many individuals do
not consume these foods at optimal levels for
protective benefits, and suffer disease risk as a
result (e.g., American Institute for Cancer
Research, 1997). In some Western societies,
plant foods are consumed at less than one-
third the level estimated among recent human
ancestors (Peters & O’Brien, 1981).

Overweight and obesity promote a variety of
chronic diseases and disease processes
(reviewed in Must et al., 1999; Pi-Sunyer,
1998), contributing to approximately 300,000
deaths in the United States annually (Allison,
Fontaine, Manson, Stevens & Van Itallie, 1999).
Diet can contribute to overweight and obesity
by leading to excess energy intake relative to
expenditure, or a positive energy balance. A
positive energy balance may promote cardio-
vascular and cerebrovascular disease by con-
tributing to high levels of circulating free-fatty
acids, excess fat stores, which increase hyper-
lipidemia and hyperglycemia and promote
oxidation and glycoselation processes, and ele-
vated LDL cholesterol. A positive energy bal-
ance appears to promote the development of
type II diabetes through contributing to
insulin resistance. Muscle is more efficient at
taking up glucose in response to insulin than is
adipose tissue (DeFronzo, 1997). In genetically
susceptible individuals, high levels of adiposity
and low levels of lean muscle mass therefore con-
tribute to the failure of insulin secretion to
restore glucose homeostasis, leading to insulin
resistance, glucose intolerance, and clinical
type II diabetes (Eaton, Eaton & Cordain,
2002). Although more research is needed to
clarify the relationship between energy balance
and cancer risk, a positive energy balance may
promote breast carcinogenesis due to the
effects of adipose tissue on epithelial cell
growth (Guthrie & Carroll, 1999), or on the
production of estrogen among postmeno-
pausal women (Mezzetti et al., 1998). A posi-
tive energy balance has also been associated
with an increased risk of colon, endometrial,

gall bladder, pancreatic, and other forms of
cancer (Ford, 1999; Pi-Sunyer, 1998; Wolk
et al., 2001).

Exercise or physical activity appears to
reduce disease risk by helping to restore a bal-
ance between energy intake and expenditure.
Additional ways in which exercise may be ben-
eficial may include immediate reduction of
stress (Scully, Kremer, Meade, Graham &
Dudgeon, 1998), reduction of subsequent
physiological reactivity to stress (Hinde,
Moraska, Gaykema & Fleshner, 1999), reduc-
tion of LDL cholesterol or increases in HDL
cholesterol (Williams, 1998), reduction of
blood pressure (Williams, 1998), increases in
endogenous free radical scavengers (Ji, 1999),
alteration of hormonal levels (Thune, Brenn,
Lund & Gaard, 1997) or alteration of aspects of
innate immune system functioning (Woods,
Davis, Smith & Nieman, 1999). The clinical
relevance of these effects is suggested by studies
that link physical activity to reduced risk of
cardiovascular disease (Bijnen et al., 1998) and
diabetes (Baan, Stolk, Grobbee, Witteman &
Feskens, 1999) after controlling for body mass.
Exercise may have independent protective
effects for certain cancers as well (Longnecker,
Gerhardsson le Verdier, Frumkin & Carpenter,
1995; Thune et al., 1997).

A cluster of conditions referred to as ‘meta-
bolic syndrome X’ (Hansen, 1999) may repre-
sent another biological mechanism through
which behavior or lifestyle contributes to dis-
ease risk. As typically characterized, this syn-
drome includes glucose intolerance (including
type II diabetes), hyperinsulinemia/insulin
resistance, abdominal or visceral obesity, dys-
lipidemia, and hypertension (Hansen, 1999).
There is still some debate about whether this
syndrome actually represents one distinct risk
factor or process, what its core pathogenic ele-
ments are, and the relative contribution of
genetic and environmental influences on its
development (e.g., Matsuzawa, Funahashi &
Nakamura, 1999; Zimmet, Boyko, Collier & de
Courten, 1999). Nevertheless, there is evidence
that this syndrome or its representative condi-
tions play an etiological role in cardiovascular
disease and contribute to neuropathy and liver
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and kidney damage or dysfunction (Hansen,
1999; Lempiäinen, Mykkänen, Pyörälä, Laakso &
Kuusisto, 1999). As reviewed, exercise, diet, and
other behaviors can influence important compo-
nents of this syndrome such as blood lipid pro-
files and obesity, suggesting that the disease
mechanisms involved in metabolic syndrome X
may transmit some behavioral influences on
disease risk.

Evolutionary and Genetic
Considerations

Biological systems typically operate in the
service of homeostasis and survival, but they
can also represent pathways to disease and dis-
ability, and biobehavioral influences can con-
tribute substantially to these outcomes. The
mechanisms by which biobehavioral processes
exert these effects, as well as the reasons why
some individuals are more at risk than others,
are being uncovered by research in fields like
health psychology, developmental biology, and
molecular and behavioral genetics. The reason
why human biological systems appear univer-
sally vulnerable to pathogenic biobehavioral
processes is a different sort of question, and
one that is likely to require a better under-
standing of the development and interaction
of these systems over evolutionary time. Of
particular interest is the process by which reg-
ulatory systems became interconnected with
other biological systems, since these networks
seem to constitute disease vulnerabilities as
well as adaptive capabilities. While the overlap-
ping of different biological systems is benefi-
cial in that it allows for networks with
extensive and sophisticated communication
and regulation capacities, this engineering
scheme seems less optimal when disease
processes are initiated as a consequence of
system design or inelasticity.

The fact that many of these overlapping
systems are layered on top of one another belies
a fundamental reality of natural selection that
may help explain the presence of these vulnera-
bilities: meaningful increases in phylogenetic
complexity proceed by building on top of or
adding to existing structures. That is, species
cannot scrap their existing design and start

again when environmental change calls for new
modes of responding or when individual
members begin to wish for improved health and
longevity or other outcomes that natural selec-
tion has not optimized. Existing design can
impose significant constraints on the subse-
quent structure and adaptability of organisms
and the systems that comprise them. It remains
to be determined whether biobehaviorally
mediated disease vulnerabilities ultimately
reflect design constraints imposed during the
course of our evolutionary heritage, costs or
byproducts of adaptive processes, effects of
evolutionarily novel inputs, or other manifesta-
tions of the imprecision of evolutionary
processes. It can be argued that stress responses
and some behavioral motivational systems can
simply operate at cross-purposes with health
and longevity, reflecting natural selection pres-
sures that do not place premiums on these out-
comes. Many physiological consequences of
stress appear adaptive in response to acute
threats, but carry costs that are especially evi-
dent when this activation is prolonged or severe.
Inflammation and related immune processes
are adaptive and health protective in many
instances of acute injury or microbial threat, but
can promote cardiovascular disease when oper-
ating in response to coronary vessel lesions or in
conjunction with evolutionarily novel blood
triglyceride or cholesterol levels. Appetites for
sugary, salty, and fatty foods may promote suste-
nance in environments of scarcity, but can con-
tribute to disease in evolutionarily novel
environments that provide an abundance of
these foods. These accounts comprise consider-
ations of species-typical vulnerabilities or ulti-
mate (evolutionary) causes that complement and
inform descriptions of proximate relationships.
Proximate explanations, which center on mech-
anism and development, and evolutionary
explanations, which center on function and
phylogeny, are complementary but indepen-
dently necessary components of thorough
explanatory models (Nesse, 1999).

The selective pressures faced by our human
ancestors are reflected in the modern genome,
which transmits evolutionarily shaped vulnera-
bilities. In this sense, current human genes
place fundamental constraints on the health
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and longevity of all people, including those
imposed by apoptosis and other normal cellu-
lar processes involved in ageing or senescence
(Wick, Jansen-Durr, Berger, Blasko & Grubeck-
Loebenstein, 2000). Many forms of disability
and disease that manifest late in life are related
to these cellular processes and are considered
consequences of normal but suboptimal
somatic mutation or repair capabilities.

Another way that genes are relevant for
health and disease is by contributing to genetic
differences between individuals. These individ-
ual differences can shift disease vulnerabilities
in one direction or another, and clearly con-
tribute to disease risk for a range of diseases
including diabetes, myocardial infarction,
Alzheimer’s disease, Parkinson’s disease, and
asthma (Ruse & Parker, 2001). These influ-
ences are the subject matter of molecular
genetics and epidemiology, which can identify
genetic variants through biochemical and
cellular studies, linkage and positional cloning,
candidate gene studies, or genome-wide
studies (Day, Gu, Ganderton, Spanakis & Ye,
2001). Genetic differences between individuals
also define the parameters within which bio-
behavioral systems function (Nesse & Berridge,
1997). For example, genetic differences appear
to contribute to individual differences in car-
diovascular responses to stress (Hewitt &
Turner, 1995), diet and activity patterns (Faith,
Johnson & Allison, 1997; Reed, Bachmanov,
Beauchamp, Tordoff & Price, 1997), resting
energy expenditure and substrate utilization
(Goran, 1997) and substance use (Blum et al.,
1996; Heath & Madden, 1995). As such, genetic
differences between individuals can influence
risk for biobehaviorally mediated disease
vulnerabilities.

The range of genetic variation that exists
among modern humans may reflect a variety
of processes, including variation in selective
pressures exerted over differing evolutionary
environments or passive maintenance of varia-
tion that has had little or inconsistent fitness
consequences. In addition, the presence of
clinically meaningful genetic differences in
biobehavioral systems may reflect a number of
processes at work during human evolution,
such as ecological imperatives for substantial

physical activity, constraints on availability of
health-impairing foods or substances of abuse,
or earlier death by unrelated causes. Such
factors may have masked potentially deleter-
ious gene effects, contributing to the mainte-
nance of genes that may have otherwise been
selected out.

CONCLUSIONS

This chapter has broadly described some bio-
logical mechanisms underlying health and
behavior relationships. We have emphasized
biobehavioral interactions for several reasons,
most related to the complexity of the relation-
ships that are being modeled. The explanatory
power of these interactions, particularly when
unpacking the layers of influence in the human
body and the array of determinants of behavior,
lies in careful consideration of the multiple, par-
tially overlapping effects of biobehavioral inter-
actions on outcomes such as health and
wellbeing or disease and disability. It is clear that
the interaction of biobehavioral processes with
biological systems can affect pathophysiology in
many instances, and efforts to control or under-
mine these disease pathways, while promising,
have generally achieved modest success.
Understanding ultimate as well as proximate
causes of these processes requires a broader per-
spective than is typically applied in health psy-
chology, but a more thorough understanding of
causality may provide novel ways of thinking
about solutions, and looking for ways to subvert
evolutionarily shaped vulnerabilities should
complement efforts to control empirically based
psychosocial or biobehavioral antecedents of
disease.

REFERENCES

Ader, R., Felten, D., & Cohen, N. (1991). Psycho-
neuroimmunology (2nd edn). New York: Academic.

Allison, D., Fontaine, K., Manson, J., Stevens, J., &
Van Itallie, T. (1999). Annual deaths attributable
to obesity in the United States. Journal of the
American Medical Association, 282, 1530–1538.

BIOLOGICAL MECHANISMS OF HEALTH AND DISEASE 87

Sutton-03.qxd  10/9/2004  12:58 PM  Page 87



American Institute for Cancer Research (1997).
Food, nutrition, and the prevention of cancer: A
global perspective. Washington, DC.

Andersen, B., Kiecolt-Glaser, J., & Glaser, R. (1994).
A biobehavioral model of cancer stress and dis-
ease course. American Psychologist, 49, 389–404.

Antoni, M., Baggett, L., Ironson, G., LaPerriere, A.,
August, S., Klimas, N., Schneiderman, N., & Fletcher,
M. (1991). Cognitive-behavioral stress manage-
ment intervention buffers distress responses and
immunologic changes following notification of
HIV-1 seropositivity. Journal of Consulting and
Clinical Psychology, 59, 906–915.

Antoni, M. H., Cruess, S., Cruess, D. G., Kumar, M.,
Lutgendorf, S., Ironson, G., Dettmer, E., Williams,
J., Klimas, N., Fletcher, M. A., & Schneiderman,
N. (2000). Cognitive-behavioral stress manage-
ment reduces distress and 24-hour urinary free
cortisol output among symptomatic HIV-
infected gay men. Annals of Behavioral Medicine,
22, 29–37.

Astertita, M. F. (1985). The physiology of stress.
New York: Human Sciences Press.

Baan, C., Stolk, R., Grobbee, D., Witteman, J., &
Feskens, E. (1999). Physical activity in elderly sub-
jects with impaired glucose intolerance and newly
diagnosed diabetes mellitus. American Journal of
Epidemiology, 149, 219–227.

Bachen, E. A., Manuck, S. B., Cohen, S., Muldoon,
M. F., Raible, R., Herbert, T. B., & Rabin, B.
(1995). Adrenergic blockade ameliorates cellular
immune responses to mental stress in humans.
Psychosomatic Medicine, 57, 366–372.

Barefoot, J. C., Dahlstrom, W. C., & Williams, R. B.
(1983). Hostility, CHD incidence, and total mor-
tality: A 25 year follow-up study of 255 physi-
cians. Psychosomatic Medicine, 45, 59–63.

Barefoot, J. C., Dodge, K. A., Peterson, B. L.,
Dahlstrom, W. G., & Williams., R. B. Jr. (1989).
The Cook–Medley Hostility Scale: Item content
and ability to predict survival. Psychosomatic
Medicine, 51, 46–57.

Baron, R., Cutrona, C., Hicklin, D., Russell, D., &
Lubaroff, D. (1990). Social support and immune
function among spouses of cancer patients.
Journal of Personality and Social Psychology, 59,
344–352.

Baum, A., & Andersen, B. L. (Eds.) (2001).
Psychosocial interventions for cancer. Washington,
DC: American Psychological Association.

Bijnen, F., Caspersen, C., Feskens, E., Saris, W.,
Mosterd, W., & Kromhout, D. (1998). Physical
activity and 10-year mortality from cardiovascu-
lar disease and all causes: The Zutphen Elderly

Study. Archives of Internal Medicine, 158,
1499–1505.

Black, P. H., & Garbutt, L. D. (2002). Stress, inflam-
mation, and cardiovascular disease. Journal of
Psychosomatic Research, 52, 1–23.

Blum, K., Sheridan, P. J., Wood, R. C., Braverman, E.
R., Chen, T. J., Cull, J. G., & Comings, D. E. (1996).
The D2 dopamine receptor gene as a determinant
of reward deficiency syndrome. Journal of the
Royal Society of Medicine, 89, 396–400.

Breznitz, S., Ben-Zur, H., Berzon, Y., Weiss, D., Levitan,
G., Tarcic, N., Lischinsky, S., Greenburg, A., Levi, N.,
& Zinder, O. (1998). Experimental induction and
termination of acute psychological stress in human
volunteers: Effects on immunological, neuroen-
docrine, cardiovascular, and psychological parame-
ters. Brain Behavior and Immunity, 12, 34–52.

Brooks. P. J. (1997). DNA damage, DNA repair, and
alcohol toxicity: A review. Alcoholism, Clinical
and Experimental Research, 21, 1073–1082.

Califano, J. A. (1979). Healthy people: The Surgeon
General’s report on health promotion and disease
prevention. Washington, DC: Government
Printing Office.

Canto, J. G., Shlipak, M. G., Rogers, W. J., Malmgren,
J. A., Frederick, P. D., Lambrew, C. T., Ornato, J.
P., Barron, H. V., & Kiefe, C. I. (2000).
Prevalence, clinical characteristics, and mortal-
ity among patients with myocardial infarction
presenting without chest pain. Journal of the
American Medical Association, 283, 3223–3229.

Carvalho, J., Baruzzi, R., Howard, P., Poulter, N.,
Alpers, M., Franco, L., Marcopito, L., Spooner, V.,
Dyer, A., Elliott, P., Stamler, J., & Stamler, R.
(1989). Blood pressure in four remote popula-
tions in the Intersalt Study. Hypertension, 14,
238–246.

Carver, C. S., Pozo, C., Harris, S. D., Noriega, V.,
Scheier, M. F., Robinson, D. S., Ketcham, A. S.,
Moffat, F. L. Jr., & Clark, K. C. (1993). How cop-
ing mediates the effects of optimism on distress:
A study of women with early stage breast cancer.
Journal of Personality and Social Psychology, 65,
375–390.

Centers for Disease Control (2000). Publication of
Surgeon General’s Report on Smoking and
Health. Morbidity and Mortality Weekly Report,
49, 718–727.

Cohen, L., Delahanty, D., Schmitz, J., Jenkins, F., &
Baum, A. (1993). The effects of stress on natural
killer cell activity in healthy men. Journal of
Applied Biobehavioral Research, 1, 120–132.

Cohen, L., Marshall, G. D., Cheng, L., Agarwal, S. K.,
& Wei, Q. (2000). DNA repair capacity in healthy

THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY88

Sutton-03.qxd  10/9/2004  12:58 PM  Page 88



medical students during and after exam stress.
Journal of Behavioral Medicine, 23, 531–544.

Cohen, S., Doyle, W. J., Skoner, D. P., Frank, E.,
Rabin, B. S., & Gwaltney, J. M. Jr. (1998). Types of
stressors that increase susceptibility to common
cold in healthy adults. Health Psychology, 17,
214–223.

Cohen, S., & Herbert, T. (1996). Health psychology:
Psychological factors and physical disease from
the perspective of human psychoneuroimmunol-
ogy. Annual Review of Psychology, 47, 113–142.

Cohen, S., Tyrell, D., & Smith, A. (1991).
Psychological stress and susceptibility to the
common cold. New England Journal of Medicine,
325, 606–612.

Cole, S., Kemeny, M., Taylor, S., & Visscher, B.
(1996). Elevated physical health risk among gay
men who conceal their homosexual identity.
Health Psychology, 15, 243–251.

Cook, W. W., & Medley, D. M. (1954). Proposed
hostility and pharisaic virtue scales for the MMPI.
Journal of Applied Psychology, 38, 414–418.

Crary, B., Hauser, S. L., Borysenko, M., Kutz, I.,
Hoban, C., Ault, K. A., Weiner, H. L., & Benson,
H. (1983). Epinephrine-induced changes in the
distribution of lymphocyte subsets in peripheral
blood of humans. Journal of Immunology, 131,
1178–1181.

Davis, K. L., Davis, B. M., Greenwald, B. S., Mohs, R.,
Mathe, A. A., Johns, C. A., & Horvath, T. B.
(1986). Cortisol and Alzheimer’s disease: I. Basal
studies. American Journal of Psychiatry, 143,
300–305.

Day, I., Gu, D., Ganderton, R. H., Spanakis, E., & Ye,
S. (2001). Epidemiology and the genetic basis of
disease. International Journal of Epidemiology, 30,
661–667.

DeFronzo, R. (1997). Pathogenesis of type 2 dia-
betes: Metabolic and molecular implications for
identifying diabetes genes. Diabetes Review, 5,
177–269.

Delahanty, D. L., Dougall, A. L., Hawken, L.,
Trakowski, J. H., Schmitz, J. B., Jenkins, F. J. &
Baum, A. (1996). Time course of natural killer cell
activity and lymphocyte proliferation in response
to two acute stressors. Health Psychology, 15, 48–55.

Doll, R. (1992). The lessons of life: Keynote address
to the nutrition and cancer conference. Cancer
Research, 52, 2024S–2029S.

Eaton, S. B., Eaton, S. B. III, & Cordain, L. (2002).
Evolution, diet and health. In P. S. Ungar & M. F.
Teaford (Eds.), Human diet: Its origin and evolution
(pp. 7–18). Westport, CT: Greenwood, Bergin &
Garvey.

Faith, M. S., Johnson, S. L., & Allison, D. B. (1997).
Putting the behavior into the behavior genetics of
obesity. Behavior Genetics, 27, 423–439.

Fawzy, F., Fawzy, N. W., Hyun, C. S., Elashoff, R.,
Guthrie, D., Fahey, J. L., & Morton, D. L. (1993).
Malignant melanoma: Effects of an early struc-
tured psychiatric intervention, coping, and affec-
tive state on recurrence and survival 6 years later.
Archives of General Psychiatry, 50, 681–689.

Fawzy, F., Kemeny, M. E., Fawzy, N. W., Elasoff, R.,
Morton, D. L., Cousins, N., & Fahey, J. L. (1990).
A structured psychiatric intervention for cancer
patients: Changes over time in immunological mea-
sures. Archives of General Psychiatry, 47, 729–735.

Feskens, E. (1992). Nutritional factors and the etiol-
ogy of non-insulin diabetes mellitus: An epidemi-
ological overview. World Review of Nutrition &
Dietetics, 69, 1–39.

Ford, E. (1999). Body mass index and colon cancer in
a national sample of adult US men and women.
American Journal of Epidemiology, 150, 390–398.

Forlenza, M. J., & Baum, A. (2000). Psychosocial
influences on cancer progression: Alternative
cellular and molecular mechanisms. Current
Opinion in Psychiatry, 13, 639–645.

Forlenza, M. J., Latimer, J. J., & Baum, A. (2000). The
effects of stress on DNA repair. Psychology and
Health, 15, 881–891.

Friedman, M., Thoresen, C. E., Gill, J. J., Ulmer, D.,
Powell, L. H., Price, V. A., Brown, B., Thompson,
L., Rabin, D. D., & Breall, W. S. (1986). Alteration
of type A behavior and its effect on cardiac reoc-
currence in post myocardial infarction patients:
Summary results of the recurrent coronary pre-
vention project. American Heart Journal, 112,
653–665.

Gamberino, W., & Gold, M. (1999). Neurobiology of
tobacco smoking and other addictive disorders.
Psychiatric Clinics of North America, 22, 301–312.

Glaser, R., Thorn, B. E., Tarr, K. L., Kiecolt-Glaser, J.
K., & D’Ambrosio, S. M. (1985). Effects of stress
on methyltransferase synthesis: An important
DNA repair enzyme. Health Psychology, 4,
403–412.

Goran, M. (1997). Genetic influences on human
energy expenditure and substrate utilization.
Behavior Genetics, 27, 389–399.

Greer, S., & Morris, T. (1975). Psychological attrib-
utes of women who develop breast cancer: A con-
trolled study. Journal of Psychosomatic Research,
19, 147–153.

Griffin, J. E., & Ojeda, S. R. (1992). Textbook
of endocrine physiology. New York: Oxford
University Press.

BIOLOGICAL MECHANISMS OF HEALTH AND DISEASE 89

Sutton-03.qxd  10/9/2004  12:58 PM  Page 89



Guthrie, N., & Carroll, K. (1999). Specific versus
non-specific effects of dietary fat on carcinogene-
sis. Progress in Lipid Research, 38, 261–271.

Guyton, A. C. (1991). Textbook of medical physiology
(8th edn.). Philadelphia, PA: Saunders.

Hansen, B. C. (1999). The metabolic syndrome X.
Annals of the New York Academy of Sciences, 892,
1–24.

Haynes, S. G., Feinleib, M., & Kannel, W. B. (1980).
The relationship of psychosocial factors in coro-
nary heart disease in the Framingham Study III:
Eight year incidence of coronary heart disease.
American Journal of Epidemiology, 111, 37–58.

He, J., & Whelton, P. (1999). What is the role of
dietary sodium and potassium in hypertension
and target organ injury? American Journal of
Medical Science, 317, 152–159.

Heath, A., & Madden, P. (1995). Genetic influences
on smoking behavior. In J. R. Turner, L. R. Cardon
& J. K. Hewitt (Eds.), Behavior genetic approaches
in behavioral medicine (pp. 45–66). New York:
Plenum.

Helmer, D. C., Ragland, D. R., & Syme, S. L. (1991).
Hostility and coronary artery disease. American
Journal of Epidemiology, 133, 112–122.

Herberman, R., & Orlando, J. (1981). Natural killer
cells, their role in defense against disease. Science,
214, 24–30.

Hewitt, J., & Turner, J. (1995). Behavior genetic
studies of cardiovascular responses to stress. In
J. R. Turner, L. R. Cardon & J. K. Hewitt (Eds.),
Behavior genetic approaches in behavioral medi-
cine (pp. 87–103). New York: Plenum.

Hiatt R. A., & Rimer, B. K. (1999). A new strategy for
cancer control research. Cancer Epidemiology,
Biomarkers & Prevention, 8, 957–964.

Hinde, J. L., Moraska, A., Gaykema, R. P. A., &
Fleshner, M. (1999). Physical activity modulates
the stress reactive neurocircuitry as measured by
Fos. Neuroimmunomodulation, 6, 225.

Hu, F., Stampfer, M., Rimm, E., Ascherio, A., Rosner,
B., Spiegelman, D., & Willett, W. (1999). Dietary
fat and coronary heart disease: A comparison of
approaches for adjusting for total energy intake
and modeling repeated dietary measurements.
American Journal of Epidemiology, 149, 531–540.

Huijbregts, P., Feskens, E., Rasanen, L., Fidanza, F.,
Nissinen, A., Menotti, A., & Kromhout, D. (1997).
Dietary pattern and 20 year mortality in elderly
men in Finland, Italy, and the Netherlands:
Longitudinal cohort study. British Medical
Journal, 315, 13–17.

International Agency for Research on Cancer (1992).
Monographs on the evaluation of carcinogenic risks

to humans. Volume 55: Solar and ultraviolet
radiation. Lyon: International Agency for Research
on Cancer.

Irwin, M., Hauger, R. L., Jones, L., Provencio, M., &
Britton, K. T. (1990). Sympathetic nervous system
mediates central corticotropin-releasing factor
induced suppression of natural killer cytotoxicity.
Journal of Pharmacology and Experimental
Therapeutics, 255, 101–107.

Jackson, A. L., & Loeb, L. A. (2001). The contribu-
tion of endogenous sources of DNA damage to
the multiple mutations in cancer. Mutation
Research, 477, 7–21.

Jemal, A., Thomas, A., Murray, T., & Thun, M.
(2002). Cancer statistics. CA: A Cancer Journal for
Clinicians, 52, 23–47.

Ji, L. L. (1999). Antioxidants and oxidative stress
in exercise. Proceedings of the Society for Experi-
mental Biology and Medicine, 222, 283–292.

Joossens, J., Hill, M., Elliot, P., Stamler, R., Lesaffre,
E., Dyer, A., Nichols, R., & Kesteloot, H. (1996).
Dietary salt, nitrate and stomach cancer mortality
in 24 countries: European Cancer Prevention
(ECP) and the INTERSALT Cooperative Research
Group. International Journal of Epidemiology, 25,
494–504.

Kamarck, T., & Jennings, J. R. (1999). Biobehavioral
factors in sudden death. Psychological Bulletin,
109, 42–75.

Kelloff, G., Boone, C., Steele, V., Crowell, J., Lubet,
R., Greenwald, P., Hawk, E., Fay, J., & Sigman, C.
(1996). Mechanistic considerations in the evalua-
tion of chemopreventive data. In B. W. Stewart
et al. (Eds.), Principles of chemoprevention
(pp. 203–219). Lyon: International Agency for
Research on Cancer.

Kiecolt-Glaser, J. K., & Glaser, R. (1995). Psycho-
neuroimmunology and health consequences:
Data and shared mechanisms. Psychosomatic
Medicine, 57, 269–274.

Kiecolt-Glaser, J. K., Glaser, R., Williger, D., Stout, J.,
Messick, G., Sheppard, S., Ricker, D., Romisher, S.,
Briner, W., Bonnell, G., & Donnerberg, R. (1985).
Psychosocial enhancement of immunocompe-
tence in a geriatric population. Health Psychology,
4, 25–41.

Kiecolt-Glaser, J. K., Stephens, R. E., Lipetz, P. D.,
Speicher, C. E., & Glaser, R. (1985). Distress and
DNA repair in human lymphocytes. Journal of
Behavioral Medicine, 8, 311–320.

Lempiäinen, P., Mykkänen, L., Pyörälä, K., Laakso, M.,
& Kuusisto, J. (1999). Insulin resistance syndrome
predicts coronary heart disease events in elderly
nondiabetic men. Circulation, 100, 123–128.

THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY90

Sutton-03.qxd  10/9/2004  12:58 PM  Page 90



Leserman, J., Petitto, J., Perkins, D., Folds, J., Golden,
R., & Evans, D. (1997). Severe stress, depressive
symptoms, and changes in lymphocyte subsets in
human immunodeficiency virus-infected men: A
2-year follow-up study. Archives of General
Psychiatry, 54, 279–285.

Leserman, J., Petitto, J. M., Gu, H., Gaynes, B. N.,
Barroso, J., Golden, R. N., Perkins, D. O., Folds, J.
D., & Evans, D. L. (2002). Progression to AIDS,
a clinical AIDS condition and mortality: Psycho-
social and physiological predictors. Psychological
Medicine, 32, 1059–1073.

Levy, S., Hermerban, R., Whiteside, T., Sanzo, K., Lee,
J., & Kirkwood, J. (1990). Perceived social support
and tumor estrogen/progesterone receptor status
as predictors of natural killer cell activity in breast
cancer patients. Psychosomatic Medicine, 52, 73–85.

Linden, W., Stossel, C., & Maurice. J. (1996).
Psychological interventions for patients with
coronary artery disease. Archives of Internal
Medicine, 156, 745–752.

Ling, M., Perry, P., & Tsuang, M. (1981). Side effects
of corticosteroid therapy. Archives of General
Psychiatry, 38, 471–477.

Longnecker, M., Gerhardsson le Verdier, M.,
Frumkin, H., & Carpenter, C. (1995). A case-
control study of physical activity in relation to risk
of cancer of the right colon and rectum in men.
International Journal of Epidemiology, 24, 42–50.

MacLeod, A. K., Williams, J. M., & Bekerian, D. A.
(1991). Worry is reasonable: The role of explana-
tions in pessimism about future personal events.
Journal of Abnormal Psychology, 100, 478–486.

Manuck, S., Marsland, A., Kaplan, J., & Williams, J.
(1995). The pathogenicity of behavior and its
neuroendocrine mediation: An example from
coronary artery disease. Psychosomatic Medicine,
57, 275–283.

Manuck, S. B., Rabin, B. S., Muldoon, M. F., &
Bachen, E. A. (1991). Individual differences in
cellular immune response to stress. Psychological
Science, 2, 111–115.

Marsland, A., Henderson, B. N., Chambers, W., &
Baum, A. (2002). Stability of immune reactivity
during acute psychological stress. Psychophysio-
logy, 39, 865–868.

Marsland, A., Manuck, S. B., Fazzari, T. V., Stewart,
C. J., & Rabin, B. S. (1995). Stability of individual
differences in cellular immune responses to acute
psychological stress. Psychosomatic Medicine, 57,
295–298.

Matarazzo, J. D. (1984). Behavioral health: A hand-
book of health enhancement and disease preven-
tion. New York: Wiley.

Matsuzawa, Y., Funahashi, T., & Nakamura T.
(1999). Molecular mechanism of metabolic
syndrome X: Contribution of adipocytokines
adipocyte-derived bioactive substances. Annals of
the New York Academy of Sciences, 892, 146–154.

McKenna, M. C., Zevon, M. A., Corn, B., & Rounds,
J. (1999). Psychosocial factors and the develop-
ment of breast cancer: A meta-analysis. Health
Psychology, 18, 520–531.

McKinnon, W., Weisse, C. S., Reynolds, C. P.,
Bowles, C. A., & Baum, A. (1989). Chronic stress,
leukocyte subpopulations, and humoral response
to latent viruses. Health Psychology, 8, 389–402.

Mezzetti, M., La Vecchia, C., Decarli, A., Boyle, P.,
Talamini, R., & Franceschi, S. (1998). Population
attributable risk for breast cancer: Diet, nutrition,
and physical exercise. Journal of the National
Cancer Institute, 90, 389–394.

Miller, G., & Cohen, S. (2001). Psychological inter-
ventions and the immune system: A meta-analytic
review and critique. Health Psychology, 20, 47–63.

Mittleman, M. A., Maclure, M., Sherwood, J. B.,
Mulry, R. P., Tofler, G. H., Jacobs, S. C., Friedman,
R., Benson, H., & Muller, J. E. (1995). Triggering
of acute myocardial infarction onset by episodes
of anger. Circulation, 92, 1720–1725.

Must, A., Spadano, M., Coakley, E., Field, A., Colditz,
G., & Dietz, W. (1999). The disease burden associ-
ated with overweight and obesity. Journal of the
American Medical Association, 282, 1523–1529.

Nakajima, M., Takeuchi, T., Takeshita, T., &
Morimoto, K. (1996). 8-hydroxydeoxyguanosine
in human leukocyte DNA and daily health prac-
tice factors: Effects of individual alcohol sensitiv-
ity. Environmental Health Perspectives, 104,
1336–1338.

Naliboff, B., Benton, D., Solomon, G., Morley, J.,
Fahey, J., Bloom, E., Makinodan, T., & Gilmore, S.
(1991). Immunological changes in young and
old adults during brief laboratory stress.
Psychosomatic Medicine, 53, 121–132.

National Institutes of Health (2001). Expert sum-
mary: Global initiative for chronic obstructive lung
disease. NIH Publication no. 2701A. Washington,
DC: USDHHS.

Ness, A., & Powles, J. (1997). Fruit and vegetables,
and cardiovascular disease: A review.
International Journal of Epidemiology, 26, 1–13.

Nesse, R. M. (1999). Proximate and evolutionary
studies of stress and depression: Synergy at the
interface. Neuroscience and Biobehavioral Reviews,
23, 895–903.

Nesse, R., & Berridge, K. (1997). Psychoactive drug use
in evolutionary perspective. Science, 278, 63–66.

BIOLOGICAL MECHANISMS OF HEALTH AND DISEASE 91

Sutton-03.qxd  10/9/2004  12:58 PM  Page 91



Oliver, G., & Detmar, M. (2002). The rediscovery of
the lymphatic system: Old and new insights into
the development and biological function of the
lymphatic vasculature. Genes and Development,
16, 773–783.

Peters, C., & O’Brien, E. (1981). The early hominid
plant niche: Insight from an analysis of plant
exploitation by Homo, Pan and Papio in Eastern
and Southern Africa. Current Anthropology, 22,
127–146.

Pi-Sunyer, F. X. (1998). NHLBI Obesity Education
Initiative Expert Panel on the Identification,
Evaluation, and Treatment of Overweight and
Obesity in Adults: The evidence report. Obesity
Research, 6, 51S–209S.

Plaut, M. (1987). Lymphocyte hormone receptors.
Annual Review of Immunology, 5, 621–669.

Potter, J. D., & Steinmetz, K. (1996). Vegetables, fruit
and phytoestrogens as preventive agents. In B. W.
Stewart, D. McGregor & P. Kleihues (Eds.),
Principles of chemoprevention (pp. 61–90). Lyon,
France: International Agency for Research on
Cancer.

Pryor, W. S. K. (1993). Oxidants in cigarette smoke:
Radicals: hydrogen peroxide, peroxynitrate, and
peroxynitrite. Annals of the New York Academy of
Sciences, 28, 12–27.

Ramirez, A. J., Craig, T. K. J., Watson, J. P., Fentiman,
I. S., North, W. R. S., & Rubens, R. D. (1989).
Stress and relapse of breast cancer. British Medical
Journal, 289, 291–293.

Reed, D. R., Bachmanov, A. A., Beauchamp, G. K.,
Tordoff, M. G., & Price, R.A. (1997). Heritable
variation in food preferences and their contribu-
tion to obesity. Behavior Genetics, 27, 373–387.

Ross, R. (1999). Atherosclerosis: An inflammatory
disease. New England Journal of Medicine, 340,
115–126.

Rozanski, A., Bairey, C. N., Krantz, D. S. Friedman,
J., Resser, K. J., Morell, M., Hilton-Chalfen, S.,
Hestrin, L., Bietendorf, J., & Berman, D .S. (1988).
Mental stress and the induction of silent myocar-
dial ischemia in patients with coronary artery dis-
ease. New England Journal of Medicine, 318,
1005–1012.

Rozanski, A., Blumenthal, J. A., & Kaplan, J. (1999).
Impact of psychological factors on the pathogen-
esis of cardiovascular disease and implications for
therapy. Circulation, 99, 2192–2217.

Ruse, C. E., & Parker, S. G. (2001). Molecular genet-
ics and age-related disease. Age and Ageing, 30,
449–454.

Sabban, E., & Kvetnansk, R. (2001). Stress-triggered
activation of gene expression in catecholaminergic

systems: Dynamics of transcription events. Trends
in Neurosciences, 24, 91–98.

Sapolsky, R. M. (1998). Why zebras don’t get ulcers:
An updated guide to stress, stress related diseases,
and coping. New York: Freeman.

Sapolsky, R. M., Krey, L., & McEwen, B. S. (1984).
Stress down-regulates corticosterone receptors in
a site-specific manner in the brain. Endocrinology,
114, 287–292.

Schedlowski, M., Falk, A., Rohne, A., Wagner, T. O.,
Jacobs, R., Tewes, U., & Schmidt, R. E. (1993).
Catecholamines induce alterations of distribu-
tion and activity of human natural killer cells.
Journal of Clinical Immunology, 13, 344–351.

Scheier, M. F., & Carver, C. S. (1985). Optimism,
coping, and health: Assessment and implications
of generalized outcome expectancies. Health
Psychology, 4, 219–247.

Scheier, M. F., & Carver, C. S. (1992). Effects of opti-
mism on psychological and physical well-being:
Theoretical overview and empirical update.
Cognitive Therapy and Research, 16, 201–228.

Schlesinger, M., & Yodfat, Y. (1991). The impact of
stressful life events on natural killer cells. Stress
Medicine, 7, 53–60.

Schneiderman, N., Antoni, M. H., Saab, P. G., &
Ironson, G. (2001). Health psychology: psychoso-
cial and biobehavioral aspects of chronic disease
management. Annual Review of Psychology, 52,
555–580.

Schooler, T. Y., & Baum, A. (2000). Neuroendocrine
influences on the health of diverse populations.
In R. M. Eisler & M. Hersen (Eds.), Handbook of
gender, culture and health (pp. 3–20). London:
Erlbaum.

Scully, D., Kremer, J., Meade, M., Graham, R., &
Dudgeon, K. (1998). Physical exercise and psy-
chological well being: A critical review. British
Journal of Sports Medicine, 32, 111–120.

Shannon, A. D., Quin, J. W., & Jones, M. A. (1976).
Response of the regional lymphatic system of the
sheep to acute stress and adrenaline. Quarterly
Journal of Experimental Physiology and Cognate
Medical Sciences, 61, 169–184.

Simopoulos, A. P. (1999). Evolutionary aspects of
omega-3 fatty acids in the food supply.
Prostaglandins, Leukotrienes and Essential Fatty
Acids, 60, 421–429.

Smith, T. W. (1992). Hostility and health: Current
status of a psychosomatic hypothesis. Health
Psychology, 11, 139–150.

Smith, T. W., & Ruiz, J. M. (2002). Psychosocial
influences on the development and course
of coronary heart disease: Current status and

THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY92

Sutton-03.qxd  10/9/2004  12:58 PM  Page 92



implications for research and practice. Journal of
Consulting and Clinical Psychology, 70, 548–568.

Smyth, J. (1998). Written emotional expression:
Effect sizes, outcome types, and moderating vari-
ables. Journal of Consulting and Clinical
Psychology, 66, 174–184.

Spiegel, D., Bloom, J. R., Kraemer, H. C., & Gottheil,
E. (1989). Effect of psychosocial treatment on
survival of patients with metastatic breast cancer.
Lancet, 2, 888–891.

Starkman, M. N., Giordani, B., Berent, S., Schork, A.,
& Schteingart, D. E. (2001). Elevated cortisol levels
in Cushing’s disease are associated with cognitive
decrements. Psychosomatic Medicine, 63, 985–993.

Surwit, R. S., & Schneider, M. S. (1983). Role of
stress in the etiology and treatment of diabetes
mellitus. Psychosomatic Medicine, 55, 380–393.

Surwit, R. S., & Williams, P. G. (1996). Animal
models provide insight into psychosomatic factors
in diabetes. Psychosomatic Medicine, 58, 582–589.

Tajima, F., Kawatani, T., Endo, A., & Kawasaki, H.
(1996). Natural killer cell activity and cytokine
production as prognostic factors in adult acute
leukemia. Leukemia, 10, 478–482.

Thune, I., Brenn, T., Lund, E., & Gaard, M. (1997).
Physical activity and the risk of breast cancer. The
New England Journal of Medicine, 336, 1269–1275.

Traub, O., & Berk, B. C. (1998). Laminar shear stress:
Mechanisms by which endothelial cells transduce
an atheroprotective force. Arteriosclerosis,
Thrombosis, and Vascular Biology, 18, 677–685.

van Zeeland, A. A., de Groot, A. J. L., Hall, J., &
Donato, F. (1999). 8-hydroxydeoxyguanosine
in DNA from leukocytes of healthy adults:
Relationship with cigarette smoking, environmen-
tal tobacco smoke, alcohol and coffee consump-
tion. Mutation Research, 439, 249–257.

Wang, T., Delahanty, D., Dougall, A., & Baum, A.
(1998). Responses of natural killer cell activity to
acute laboratory stressors in healthy men at differ-
ent times of day. Health Psychology, 17, 428–435.

Watkins, L. R., Maier, S. F., & Goehler, L. E. (1995).
Immune activation: The role of pro-inflammatory

cytokines in inflammation, illness responses and
pathological pain states. Pain, 63, 289–302.

West, J. B. (Ed.) (1991). Best and Taylor’s physiologi-
cal basis of medical practice (12th edn.). Baltimore:
Williams & Wilkins.

Whiteside, T., & Herberman, R. (1995). The role of
natural killer cells in immune surveillance of
cancer. Current Opinion in Immunology, 7, 704–710.

Wick, G., Jansen-Durr, P., Berger, P., Blasko, I., &
Grubeck-Loebenstein, B. (2000). Diseases of
aging. Vaccine, 18, 1567–1583.

Willett, W. (1996). Can we prevent cancer by diet
today? Proceedings of the Annual Meeting of the
American Association of Cancer Researchers, 37,
644–645.

Williams, P. (1998). Relationships of heart disease
risk factors to exercise quantity and intensity.
Archives of Internal Medicine, 158, 237–245.

Williams, R. B., Suarez, E. C., Kuhn, C. M.,
Zimmerman, E. A., & Schanberg, S. M. (1991).
Biobehavioral basis of coronary-prone behavior
in middle-aged men: Part I. Evidence for chronic
SNS activation in type As. Psychosomatic
Medicine, 53, 517–527.

Wolk, A., Gridley, G., Svensson, M., Nyren, O.,
McLaughlin, J. K., Fraumeni, J. F., & Adam, H.O.
(2001). A prospective study of obesity and cancer
risk. Cancer Causes & Control, 12, 13–21.

Wood, R. D., Mitchell, M., Sgouros, J., & Lindahl, T.
(2001). Human DNA repair genes. Science,
291, 1284–1289.

Woods, D., Davis, J., Smith, J., & Nieman, D. (1999).
Exercise and cellular innate immune function.
Medicine and Science in Sports and Exercise, 31,
57–66.

Zakowski, S. G., McAllister, C. G., Deal, M., & Baum,
A. (1992). Stress, reactivity and immune function
in healthy men. Health Psychology, 11, 223–232.

Zimmet, P., Boyko, E. J., Collier, G. R. & de Courten,
M. (1999). Etiology of the metabolic syndrome:
Potential role of insulin resistance, leptin resis-
tance, and other players. Annals of the New York
Academy of Sciences, 892, 25–44.

BIOLOGICAL MECHANISMS OF HEALTH AND DISEASE 93

Sutton-03.qxd  10/9/2004  12:58 PM  Page 93



INTRODUCTION

The term health behaviour (or health-related
behaviour) is used very broadly in this chapter
to mean any behaviour that may affect an indi-
vidual’s physical health or any behaviour that
an individual believes may affect their physical
health.

This chapter focuses on determinants of
health behaviours. More specifically, it focuses on
what we will refer to as ‘cognitive’ determinants,
as specified by theories of health behaviour or
‘social cognition models’ as they are sometimes
called. After briefly considering some of the more
important distinctions and dimensions of health
behaviours and the definition and measurement
of target behaviours, we provide an extensive dis-
cussion of research designs that are used – or
could be used – to investigate the cognitive deter-
minants of health behaviours. Then, a classifica-
tion of theories of health behaviour is presented,
followed by a detailed discussion of one particu-
lar theoretical approach, the theory of planned
behaviour (TPB: Ajzen, 1991, 2002b).

Theories of health behaviour acknowledge
that health behaviours may be influenced by
numerous biological, psychological, and social
factors, but they specify only a limited subset

of cognitive determinants that are assumed to
be most proximal to the behaviour. For a more
complete explanation of particular health
behaviours, it is necessary to extend the
theories to include other relevant determi-
nants. To this end, we outline a broader theo-
retical framework, drawing on the ‘social
ecological framework’ (Emmons, 2000; Green,
Richard & Potvin, 1996; McLeroy, Bibeau,
Steckler & Glanz, 1988; Stokols, 1992, 1996)
and ideas from multilevel modelling (Bryk &
Raudenbush, 1992; Duncan, Jones & Moon,
1998; Hox, 2002). We conclude by making a
number of recommendations to guide future
research in this area.

The chapter presents a generic approach
to explaining health behaviours, focusing on
theoretical and methodological issues. Although
a number of different examples of health behav-
iours are used, we do not attempt to review the
determinants of particular health behaviours.

QUESTIONS ADDRESSED IN RESEARCH
ON HEALTH BEHAVIOURS

Most health psychological research on health
behaviours attempts to explain between-individual

4
Determinants of Health-Related
Behaviours: Theoretical and
Methodological Issues
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variation in particular health behaviours using
theories of health behaviour. Such research typ-
ically addresses questions like: Why do some
people engage in regular physical activity while
others do not? Why do people differ in the fre-
quency with which they engage in physical
activity? Why do some women accept an invita-
tion to go for breast screening while other
women do not? Why do some adolescents try
smoking while others remain non-smokers?
This chapter focuses on determinants of between-
individual variation because this is the domi-
nant approach in the field of health behaviour
research. However, it is also important to study
determinants of within-individual variation:
why does an individual’s behaviour vary over
time or across different settings? For example,
why does a woman attend for her first breast
screen but not for subsequent screens? Why
does a smoker smoke more on some days or in
some situations than in others? 

There are other important questions concern-
ing health behaviours that we do not consider in
this chapter. One such question concerns the
extent to which health behaviours cluster
together (e.g., Røysamb, Rise & Kraft, 1997). For
example, do smokers have generally less healthy
lifestyles than non-smokers? Are people who
attend for one kind of screening test more likely
to attend for another kind of screening test? 

Health behaviours are extremely diverse. In
the next section, some of the more important
distinctions and dimensions are briefly dis-
cussed (see also Carmody, 1997).

DIMENSIONS OF HEALTH BEHAVIOURS

Positive and Negative Behaviours

A distinction is often made between positive
and negative health behaviours. Examples of
positive, ‘healthy’, ‘healthful’ or ‘health-
enhancing’ health behaviours are taking regu-
lar exercise, going for annual health checks,
eating at least five portions of fruit and vegeta-
bles a day, and using a condom with a new sex-
ual partner. Negative, ‘unhealthy’, ‘risky’,
‘health-compromising’ or ‘health-impairing’
health behaviours would include, for example,
smoking, drinking heavily, driving too fast,

and eating a diet high in saturated fat. In many
cases, this is simply a matter of framing. All
these behaviours can be thought of as
dichotomies that have a positive alternative
and a negative alternative, for example going
for annual health checks versus not going for
annual health checks, or smoking versus not
smoking.

Behavioural Stages

Individuals show varying and complex patterns of
changes in particular health behaviours over the
life course.Take smoking for example.Some adoles-
cents may try a cigarette while others remain
never-smokers. Some of those who try smoking
may continue to experiment while others never
smoke again. Some of those who experiment may
become regular smokers whereas others may stop
smoking. Some of those who become regular
smokers may try to quit while others do not.
Some of those who try to quit may succeed while
others relapse. Some of those who relapse may
make further attempts to quit.

Such a process can be simplified by defining
behavioural stages such as adoption or initiation,
maintenance, cessation and relapse, conceived of
as a series of dichotomous dependent variables.
Behavioural stages are not the same as the stages
specified by stage theories of health behaviour,
some of which are defined in terms of non-
behavioural variables such as intentions, but can
be analysed in similar ways, for example by esti-
mating the transition probabilities: given that an
adolescent tries smoking, what is the probability
that he or she will become a regular smoker
within a specified period of time? The determi-
nants of different stages may differ (Rothman,
2000). For example, the factors that influence
whether or not adolescents try smoking may
differ from the factors that influence whether or
not those who experiment progress to becoming
regular smokers.

Health Behaviours versus
Illness Behaviours

If a person who has suffered a heart attack
takes up regular exercise, perhaps on the advice
of his doctor, this could be referred to as an
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illness behaviour, because the person has a
medically diagnosed illness or condition. If the
same person had started exercising before he
had his heart attack, the term health behaviour
would be more appropriate. Even though the
behaviours may be defined in exactly the same
way, the determinants of illness behaviours
may be different from the determinants of
health behaviours. In this chapter, we use the
term ‘health behaviour’ to cover both cases.

Many other types or dimensions may be
important, for example ‘detection’ behaviours
versus ‘prevention’ behaviours (Weinstein,
Rothman & Nicolich, 1998), ‘public’ behaviours
(e.g., going jogging) versus ‘private’ behaviours
(e.g., exercising at home), and behaviours that
involve the use of health services (e.g., going for
a mammogram) versus those that do not (e.g.,
breast self-examination).

Although we have suggested that different
types of health behaviours may be influenced by
different factors, it is more parsimonious to
start from the assumption that all types of
health behaviour are influenced by the same
limited set of proximal cognitive determinants,
that is, that the same theory of health behaviour
can be used to explain different behavioural
stages, health and illness behaviours, detection
and prevention behaviours, and so on.

DEFINING AND MEASURING
BEHAVIOUR

In any study of the determinants of health
behaviour, it is important to start by defining
the behaviour of interest as clearly as possible
(Ajzen & Fishbein, 1980; Fishbein et al., 2001).
Following Ajzen and Fishbein (1980), behav-
iours can be defined in terms of four compo-
nents: action, target, time and context. The
action component is a necessary part of the
definition of any behaviour. The target compo-
nent is usually necessary, though not always.
Time and context are optional; they enable the
definition of behaviour to be as specific as
required. For example, consider the definition
‘eat breakfast tomorrow’. Here, ‘eat’ is the
action, ‘breakfast’ is the target (alternative

targets would be ‘a bowl of cereal’ or ‘lunch’)
and ‘tomorrow’ is the time component. No
context is specified in this example. As an illus-
tration of the importance of context, consider
the following definitions:

1 using a condom the next time I have sex
2 using a condom the next time I have sex

with my regular partner
3 using a condom the next time I have sex

with a new sexual partner.

The first definition omits a potentially impor-
tant contextual factor, namely type of partner,
and is therefore probably too general for most
purposes. The other two definitions each spec-
ify a context. These may be considered to be
quite different behaviours both from a public
health viewpoint and from the viewpoint of an
individual who has both types of sexual partner.

Such behaviours are often measured as
dichotomies: for example, ‘Did you use a
condom? Yes/No.’ This implies that the person
has a choice between two mutually exclusive
and exhaustive alternatives: performing the
behaviour or not performing it. This approach
enables the simplest possible application of a
given theory of health behaviour: participants’
cognitions are assessed with respect to per-
forming the behaviour. Occasionally, their cog-
nitions with respect to not performing the
behaviour are measured as well, but the usual
assumption is that these will be the comple-
ment of the first set of cognitions and therefore
provide no additional information. For exam-
ple, if a person states that they are extremely
likely to perform a given behaviour, it is
assumed that, if asked, they would say that they
were extremely unlikely not to perform it. This
complementarity assumption seems plausible
for intentions but questionable in the case of
other cognitive variables. For example, a
smoker may believe that his chances of devel-
oping lung cancer are ‘quite high’ if he contin-
ues to smoke. If we had only this information,
we might assume that he would be motivated
to quit smoking. However, he may also believe
that his chances of developing lung cancer are
‘quite high’ if he stops smoking (because ‘the
damage has already been done’). Ideally, then,
relevant cognitions should be measured with
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respect to both alternatives (performing and
not performing the behaviour). An alternative
approach is to phrase measures explicitly in
terms of changes or differences (Weinstein,
1993).

In some cases, it is more realistic to define
more than two alternatives. For example, in a
study of contraceptive use, one could ask: ‘The
last time you had sex, did you use (a) a
condom, (b) the pill, (c) another method of
contraception, or (d) no method of contracep-
tion?’ As an alternative to this multiple-choice
format, respondents could be asked a series of
separate questions (e.g., ‘Did you use a con-
dom? Yes/No’, ‘Did you use the pill? Yes/No’
etc.). In this example, it is possible for respon-
dents to have used more than one method, for
example a condom and the pill; the alternatives
are not strictly mutually exclusive.

Some behaviours are defined so generally
that they are best thought of as behavioural
categories. Behavioural categories cannot be
directly observed. Instead they are inferred
from single actions assumed to be instances of
the general behavioural category. Ajzen and
Fishbein (1980) give the example of dieting.
Dieting may be inferred from specific behav-
iours such as eating two instead of three meals
a day, not eating desserts, drinking tea and
coffee without adding sugar, taking diet pills,
and so on. There are two approaches to assess-
ing behavioural categories. The first is simply
to ask respondents questions like, ‘Are you
currently dieting?’ In this case, a definition of
‘dieting’ should be provided, unless the aim is
to explore different interpretations of this
term. The second approach is to ask about a
number of specific behaviours and use
these to create an index of dieting. These
approaches have different implications for the
measurement of intention and other proximal
determinants.

In many situations, we may be interested not
in whether or not a behaviour is performed but
in the magnitude and/or frequency of a behav-
iour. For example, in a study of drinking, we
could ask people how often they have an alco-
holic drink (frequency) and how much they
usually drink on such occasions (quantity).
Such behavioural criteria pose problems for

theories of health behaviour because they imply
multiple alternatives, and it is not practicable to
assess relevant cognitions with respect to all
possible values of frequency and/or quantity. A
common strategy is to convert the behaviour
into a dichotomy. For example, one could use
the official definition of ‘safe’ drinking and ask
respondents about their cognitions with respect
to exceeding the safe drinking limit. For further
discussion of the problems created by magni-
tude and frequency measures, see Courneya
(1994; Courneya & McAuley, 1993).

It is also important to distinguish between
behaviours and goals (Ajzen & Fishbein, 1980,
use the term outcomes). Losing weight is a goal
not a behaviour. Attaining this goal may be
influenced in part by behaviours such as eating
low-fat foods or jogging 2 miles every day. But
goals may be influenced by factors other than
the person’s behaviour. Losing weight depends
on physiological factors such as metabolic rate,
as well as on behavioural factors. If the aims
are to predict and explain a goal or behavioural
outcome, the actions that lead to the goal have
to be identified and measured along with
other, non-behavioural factors.

Most studies of health behaviours use self-
report measures of behaviour. The limitations
of self-reports are well known (Johnston,
French, Bonetti & Johnston, 2004, Chapter 13
in this volume; Schwarz & Oyserman, 2001;
Stone et al., 1999), but in many cases there will
be no feasible alternative. Sometimes it may be
possible to use ‘objective’ measures of behav-
iour, but these usually have limitations too.
For example, records of attendance for breast
screening may be inaccurate and may miss
women who go for screening at other centres;
electronic monitoring of tablet use may
increase adherence; and biochemical measures
of tobacco smoke intake are sensitive only to
recent intake. Nevertheless, objective mea-
sures of behaviour may be more predictive of
relevant health outcomes than are self-report
measures. It is conceivable that theories of
health behaviour may predict self-reported
behaviour quite well but may be less effective
in predicting the behavioural measures that
are most strongly related to important health
outcomes.
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PREDICTION VERSUS EXPLANATION

It is important to distinguish between predic-
tion and explanation (Sutton, 1998). A key aim
of research on health behaviours is to identify
the determinants (causes) of particular health
behaviours. Researchers do this by developing
theories that identify potentially important
determinants of behaviour and specify the
causal pathways by which they influence
behaviour and by conducting empirical studies
that enable the effect sizes to be estimated,
usually in the form of regression coefficients.
Ideally, we want to obtain unbiased and precise
estimates of the causal effects of the putative
determinants of a particular health behaviour
in a given target population.

If the aim is prediction rather than explana-
tion, we do not need to concern ourselves with
identifying the determinants of behaviour or
with specifying causal processes (although a
causal model may suggest suitable predictor
variables). We are free to choose convenient pre-
dictors and weights. Any predictor that ‘works’
can be included in the regression model. Past
behaviour, for instance, is often a strong predic-
tor of future behaviour, even though its theoret-
ical status as a determinant of behaviour is
contentious (Sutton, 1994). Similarly, it does not
matter if relevant causal variables are omitted
from the model.

Prediction can be useful without explana-
tion, particularly when the time interval allows
interventions to be applied. For example, it
would be useful to be able to predict who is
at risk for becoming a problem drinker.
Identification of high-risk individuals may
enable an early intervention to be made. Thus
prediction enables interventions to be targeted
to high-risk groups. However, an understand-
ing of the factors that lead some people but not
others to develop a drinking problem (expla-
nation) would be even more useful because it
would have implications for the nature and
content of the intervention programme; it
would tell us not only who to target but also
what to do to them. Although prediction and
explanation are not the same, the first is neces-
sary for the second; models that do not enable

us to predict behaviour are unlikely to be
useful as explanatory models.

RESEARCH DESIGNS FOR INVESTIGATING
COGNITIVE DETERMINANTS OF
HEALTH BEHAVIOURS

The most commonly used designs for studying
the cognitive determinants of health behav-
iours are between-individuals cross-sectional
studies and prospective studies with two waves
of measurement and relatively short follow-up
periods of days, weeks or months. We use the
relationship between attitude and behaviour to
illustrate these designs, where it is hypothe-
sized that attitude influences behaviour and
where attitude represents any variable whose
values may change over time within an indi-
vidual and which may be influenced by behav-
iour (i.e., where there may be reciprocal
causation); other examples would be self-
efficacy, intention, risk perceptions, worry,
attributions and illness representations. (See
Weinstein, Rothman & Nicolich, 1998, for an
illuminating discussion of the use of correla-
tional data to examine the relationship
between risk perceptions and behaviour.) 

Before discussing between-individuals
designs and possible causal models, we con-
sider within-individuals designs, because ulti-
mately we want to draw inferences about
within-individual causal processes. Between-
individuals designs may or may not be infor-
mative about the processes that occur at the
within-individual level.

Within-Individuals Designs

Consider a study in which a person’s attitude
and behaviour with respect to a particular
health behaviour are measured on a number of
occasions, say once a month over a 12-month
period. Figure 4.1 shows one possible relation-
ship between attitude and behaviour. Across
occasions, higher levels of attitude are associ-
ated with higher levels of behaviour. (For sim-
plicity, we assume that there is no trend in
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behaviour over time, that is, that the individ-
ual’s behaviour varies across occasions but
there is no systematic tendency for behaviour
to increase or decrease over time; of course, the
analysis could be extended to fit a time trend,
if there was reason to expect one.) If we are
prepared to make a number of strong assump-
tions, we can interpret the slope of the regres-
sion line as an estimate of the causal effect of
attitude on behaviour for this particular indi-
vidual. We can use the regression line to esti-
mate the likely effect on the person’s behaviour
if we were to intervene to change their attitude.
We can think of such an intervention ‘sliding
the person up their own regression line’.

Note that at the within-individual level,
many variables that may influence attitude and
behaviour at the between-individual level are
automatically controlled. For example, gender,
genetic make-up and childhood experiences
are fixed and cannot possibly account for the
correlation between an individual’s attitude
and behaviour over time. Similarly, age
changes slowly over the time period in ques-
tion and personality variables are likely to
change very little.

Possible within-individual causal relation-
ships between attitude (or other variables) and
behaviour can be represented by timeline

diagrams. Figure 4.2 depicts a simple timeline
diagram for one individual, showing one pos-
sible causal relationship between attitude and
behaviour. The person’s attitude is initially
stable, then increases by a certain amount, and
then remains at this higher level. The increase
in attitude is followed after a certain time lag
by an increase in behaviour. (Such a lag could
be built into the example above by relating
attitude at one time point to behaviour at the
next time point.) The change in behaviour
does not lead to a change in attitude (no reci-
procal causation), at least within the time
period shown. The main question of interest is
how much behaviour change is produced by a
unit increase in attitude, holding other rele-
vant variables constant.

Mixed Designs

Now consider a study in which repeated mea-
sures of attitude and behaviour are measured
in a sample of individuals. This is a mixed or
two-level design, incorporating both within-
individuals and between-individuals compo-
nents. Given such data, it is possible to estimate
both the effect of attitude on behaviour within
an individual and the effect of attitude on
behaviour between individuals. An appropriate
statistical approach is random-effects or multi-
level regression analysis (Bryk & Raudenbush,
1992; Hox, 2002). Figure 4.3a shows one possi-
ble pattern of results. For simplicity, only three
individuals are shown, with low, medium and
high levels of attitude, and we assume that the
within-individuals regression lines (shown in
bold) have a common slope (it is possible to
fit different slopes for different individuals).

Attitude

B
eh

av
io

u
r

Figure 4.1 Relationship between attitude
and behaviour across 12 occasions for one
individual

A

B

Time

Figure 4.2 Timeline showing causal
relationship between attitude (change) and
behaviour (change) for one individual
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The within-individuals slope and the between-
individuals slope will not necessarily be equal.
In Figure 4.3a, the within-individuals slope is
shallower than the between-individuals slope,
but other patterns are possible. It is even possi-
ble for one slope to be positive (higher attitude
going with higher behaviour) and the other to
be negative (higher attitude going with lower
behaviour), though this would seem implausi-
ble in the present case.

Where the two slopes differ, this can be
interpreted in causal terms as indicating that
an individual’s behaviour on a particular occa-
sion is influenced not only by their attitude on
that occasion but also by their characteristic
level of attitude, as indexed by their mean atti-
tude across occasions. Now we have two differ-
ent estimates of the causal effect of attitude
on behaviour. As outlined above, the within-
individuals regression lines can be used to esti-
mate the causal effect of a change in attitude
on a particular occasion on behaviour for each
individual and hence the likely impact of an
attitude-change intervention. By contrast, the
between-individuals regression line can be
used to estimate the likely effect on a person’s
behaviour (not just their behaviour on one
occasion, but their characteristic level of behav-
iour across occasions) of increasing their char-
acteristic level of attitude by a certain amount.
Here we are ‘sliding the person up the
between-individuals regression line’ in order
to estimate the new level of behaviour corre-
sponding to their new level of attitude.

However, there are two problems with this
interpretation. First, it is not clear how we
would shift a person’s characteristic level of
attitude, as opposed to their attitude on a par-
ticular occasion. Second, the inference is based
on comparing different individuals. What we
are saying, in effect, is that if we could increase
person 1’s characteristic level of attitude so
that it was the same as that of person 2, we
would expect person 1’s behaviour to be the
same as person 2’s. However, there may be
many differences between individuals other
than their characteristic level of attitude that
may partly explain why one individual has a
characteristically high level of behaviour and
another person has a characteristically low

level; for example, differences in childhood
experiences, gender, age and personality. Some
of these variables may be correlated with atti-
tude level. Thus, the between-individuals slope
may give a misleading estimate of the effect of
the hypothetical intervention because of
uncontrolled differences between individuals.
Put simply, we can’t turn person 1 into person
2 just by changing their attitude. Of course, it
is possible to measure variables that may influ-
ence behaviour across individuals and take
them into account in the analysis to adjust the
between-individuals slope, but it is unlikely
that we will be able to anticipate and measure
all the important influences.

There will also be relevant causal variables
that are uncontrolled in the within-individuals
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Attitude

(a)

(b)

Attitude

Figure 4.3 Two different patterns of within-
individuals (bold) and between-individuals
relationship between attitude and behaviour
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analysis – variables that vary over time, are
correlated with attitude over time and that
influence an individual’s behaviour. Nevertheless,
the within-individuals analysis has the advan-
tage of ruling out variables that are stable over
time. In sum, where the within-individuals
and between-individuals regression slopes
differ, there are reasons for believing that the
former may give a better estimate of the likely
effect of an attitude-change intervention.

Figure 4.3b shows another possible pattern
of results from a two-level study. As in Figure
4.3a, the within-individuals regression lines
have a common slope but this time they coin-
cide with the between-individuals regression
line. This means that we can predict an indi-
vidual’s behaviour on a particular occasion
from their attitude on that occasion, but that
knowledge of their characteristic level of atti-
tude (or knowing which individual the obser-
vation belongs to) does not provide any
additional information. Given appropriate
assumptions, this can be interpreted in causal
terms as follows. Differences between individ-
uals in their behaviour on a particular occasion
are influenced by differences in their attitude
on that occasion, but differences in their char-
acteristic level of attitude have no additional
impact. Or, to put it differently, between-
individual differences in behaviour on a par-
ticular occasion can be explained in terms of
within-individual causal processes without
needing to invoke additional, or different,
causal processes operating at the between-
individual level. In this happy situation, we can
make a valid cross-level causal inference from
the between-individuals relationship to the
within-individuals relationship (or vice versa).
See Sutton (2002a) for a detailed example that
uses timelines to illustrate this case for the
relationship between attitude and intention.

It is possible that attitude and behaviour are
relatively stable over time within individuals. If
so, we could simply compute the mean level of
attitude and the mean level of behaviour for
each individual (to give a more reliable esti-
mate of each individual’s characteristic levels
of attitude and behaviour than would be
given by a single measure of attitude and behavi-
our on one occasion), and then carry out a

between-individuals analysis. However, the
problems of estimating the likely effect of an
attitude-change intervention (assuming that it
were possible to change an individual’s attitude
given its stability over time) would still apply:
we would still be inferring within-individual
effects from comparisons between individuals.
Similar problems arise with variables such as
personality that are known to be highly stable.

Within-individuals designs and mixed
designs are extremely rare in this field. A
number of studies using the TPB have
obtained repeated measures of cognitions and
behaviour with respect to different target
behaviours at the same time point (e.g.,
Trafimow & Finlay, 1996; Trafimow et al., in
press), but only one study to date has obtained
a sufficient number of repeated measures of
cognitions and behaviour over time with res-
pect to the same target behaviour to allow a
within-individuals analysis (Hedeker, Flay &
Petraitis, 1996). This study used the theory of
reasoned action (TRA; Fishbein & Ajzen,
1975), but the measures of attitude and sub-
jective norm departed widely from Ajzen and
Fishbein’s (1980) recommendations. Hedeker
et al. obtained measures of cognitions and
behaviour on four occasions; at least six would
be preferable.

We need more studies of social cognition
models that use within-individuals designs or
mixed designs. However, since the vast majority
of studies in this field use between-individuals
designs, the remainder of this section focuses
on these.

Between-Individuals Designs

Figure 4.4 shows six possible true causal
models defined at the between-individual
level. (Similar models could be specified at the
within-individual level.) In model I, attitude
influences behaviour. The small arrow point-
ing to behaviour represents the aggregate of all
other causes of behaviour apart from attitude.
This is often referred to as the error or distur-
bance term. The disturbance term can be
thought of as comprising two components: a
systematic component consisting of other
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important causes of behaviour apart from atti-
tude; and a random component consisting of
tens, hundreds, or even thousands of minor,
independent, and unstable causes of behav-
iour. The latter causes would be impossible to
specify in practice. (An alternative justification
for assuming a random component is that
‘there is a basic and unpredictable element of
randomness in human responses which can be
adequately characterized only by the inclusion
of a random variable term’: Johnston, 1984:
14.) Although, individually, the effects of these
‘random shocks’ are assumed to be small, in
aggregate their effect may be quite large.
Conceivably, the majority of the variance in
behaviour could be explained by the random
component, and only a minority by the major
causal factors.

We have assumed no correlation between
these other causes and attitude (indicated by
the absence of a two-headed arrow between
them). This assumption can be restated as

saying that all variables that influence behaviour
and that either influence attitude or are corre-
lated with attitude because of common causes
are specified in the model (or, more simply,
that ‘all relevant variables are included in
the model’). This assumption is necessary in
order to be able to interpret the regression co-
efficient for attitude as an unbiased estimate
of the causal effect of attitude on behaviour.
Unfortunately, this assumption is arbitrary
and untestable (Clogg & Haritou, 1997; Sutton,
2002a).

Model II shows behaviour influencing atti-
tude. In model III, a common cause (or causes),
X influences both attitude and behaviour. In
this model, attitude does not influence behav-
iour, and behaviour does not influence atti-
tude. Thus, the correlation between attitude
and behaviour is entirely due to X. Of course,
the true model may include all these effects:
attitude influences behaviour and vice versa
(reciprocal causation) and other variables, X
influence attitude and behaviour.

Cross-sectional designs

In a cross-sectional design, attitude and behav-
iour would be measured at the same time point
for each of a sample of individuals. (Unlike the
mixed design outlined above, we would typi-
cally have only a single measure of attitude and
behaviour on each individual.) If we assume
that model I is the true model, we can regress
behaviour on attitude (i.e., conduct a regres-
sion analysis in which B is the dependent vari-
able and A is the independent variable) to
obtain an estimate of the causal effect of atti-
tude on behaviour, in the form of the regres-
sion coefficient. (Note that the standardized
coefficient is equal to the correlation in this
simple case.) If model I is in fact the true
model, and a number of other assumptions
hold, then the coefficient will be an unbiased
estimate of the true causal effect of attitude on
behaviour. Thus, in order to draw causal infer-
ences from cross-sectional data, we have to
assume the truth of the hypothesized causal
model, and our inference (the estimate of the
size of the causal effect) is conditional on this
and other strong assumptions. (This is also

Model I A
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At+1
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Xt+1

At+2

Bt+2
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Model II

Model III

Model IV

Model V

Model VI

Figure 4.4 Six possible true models of the
relationship between attitude and behaviour
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true of other observational designs: causal
inferences are always conditional on the truth
of the hypothesized causal model.) Note that
the observed correlation between attitude and
behaviour in a cross-sectional study can be
interpreted as having been generated by causal
processes that have occurred in the past prior
to the time of measurement.

Prospective longitudinal
designs

Suppose we measure attitude at time 1 and
behaviour at time 2 in a sample of individuals,
and regress behaviour on attitude. We refer to
this as design 1. This appears to be a stronger
research design than the cross-sectional design
outlined above because the correlation or
regression coefficient between attitude and
behaviour cannot include a component due to
behaviour at time 2 influencing attitude at time
1. The temporal ordering of the measurement
of attitude and behaviour rules out this expla-
nation. However, as shown below, the correla-
tion between attitude and behaviour may still
be due to behaviour influencing attitude.

In prospective designs, causal lag needs to be
considered. The causal lag is the time it takes
for a change in attitude to produce a change in
behaviour. Ideally, the length of the follow-up
period should be approximately equal to the
hypothesized length of the causal lag (Finkel,
1995; Sutton, 2002a). If the follow-up period is
shorter than the causal lag, a change in attitude
that occurs just prior to time 1 will not have
produced its effect on behaviour by time 2;
thus, the effect of recent changes in attitude
will be missed at the later time point. If the
follow-up period is too long, a change in atti-
tude that takes place during the follow-up
period may produce a change in behaviour
within the same period. In both cases, the
value of attitude at time 1 and the value of
behaviour at time 2 will be mismatched. If the
causal lag is very brief (as it may be, for example,
in the case of the effect of attitude on inten-
tion), a prospective design is not appropriate
and a cross-sectional design should be used
(though, if feasible, an experimental study
would be preferable – see below).

Regardless of the length of the causal lag, if
behaviour is extremely stable over the follow-
up period (in the sense that individuals show
little change over time relative to one another),
it makes little difference whether a cross-
sectional or a prospective design is used; both
should yield similar estimates of the effect of
attitude on behaviour. This is likely to be the
case, for example, when a quantitative aspect
of behaviour such as frequency of exercising is
assessed on two occasions over a short period
of time (2 weeks, say). Here, the correlation
between behaviour at time 1 and behaviour at
time 2 is likely to be very high, indicating high
stability, and whether the investigator uses
behaviour at time 2 or behaviour at time 1 as
the dependent variable in the analysis is likely
to make little difference to the results.

The observation that behaviour is fre-
quently quite stable (as indexed by a high cor-
relation) over short time periods provides one
rationale for extending the prospective design
discussed above by including behaviour at
time 1. In this design (which we call design 2),
B2 is regressed on A1 and B1. The assumption
here is that the stability of behaviour arises
from a causal influence of prior behaviour on
future behaviour, that is, both attitude at time
1 and behaviour at time 1 influence behaviour
at time 2 (see model IV in Figure 4.4). The
two-headed arrow between A1 and B1 indicates
that the correlation between attitude and
behaviour at time 1 is treated as given: the
model does not specify how it came about.
Unlike a cross-sectional study, which analyses
the current correlation between attitude and
behaviour in terms of past causal processes,
this design focuses on causal processes that are
assumed to operate over the follow-up period. If
model IV is true, then design 2 will give unbi-
ased estimates of the two causal effects (and
design 1 will give a biased estimate of the effect
of A1; given positive correlations between A1

and B1 and between B1 and B2, the effect of A1

will be overestimated).
In design 2, the coefficient for B1 is the esti-

mated causal effect of B1 on B2, holding A1 con-
stant. (This is often referred to as the stability
coefficient.) The coefficient for A1 is the estimated
causal effect of A1 on B2, holding B1 constant.
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This coefficient also has an interpretation in
terms of behaviour change: it estimates the
causal effect of A1 on change in behaviour
between time 1 and time 2 (B2 – B1), holding B1

constant (Finkel, 1995). This can be shown as
follows. The initial model is 

B2 = β0 + β1A1 + β2B1 + ε

where β0 is the intercept, β1 and β2 are the
unstandardized coefficients for A1 and B1

respectively, and ε is the error term.
Subtracting B1 from both sides gives:

B2 − B1 = β0 + β1A1 + (β2 − 1)B1 + ε

The coefficient for A1 is identical in the two
equations. Thus, one could estimate β1 by com-
puting the change score and regressing it on A1

and B1. In practice, it is more convenient to
regress B2 on A1 and B1.

Model IV in Figure 4.4 can be thought of as
being embedded in model V, in which attitude
and behaviour influence each other over time.
The model assumes that over each time inter-
val, behaviour is influenced by prior behaviour
and prior attitude, and attitude is influenced
by prior attitude and prior behaviour; in other
words, attitude and behaviour have cross-
lagged effects. If model V (and hence model
IV) is true, design 1 will yield a biased estimate
of the effect of A1 on B2. For example, it can be
seen from model V that the correlation
between At+1 and Bt+2 will include a component
due to the effects of Bt on At+1 and Bt+2 (via
Bt+1). Thus, although design 1 rules out an
effect of B2 on A1, it does not rule out the pos-
sibility that the correlation between A1 and B2

is partly or wholly due to the effect of relatively
stable behaviour on attitude. Design 1 is of
particular interest because it represents, in
minimal form, a design that is commonly used
to test theories of health behaviour, in which
cognitive variables at time 1 are used to predict
behaviour at time 2 without controlling for
initial behaviour. By contrast, if model V is
true, design 2 will yield the appropriate esti-
mate of the causal effect of A1 on B2.

An alternative to controlling for prior
behaviour statistically is to control for it by

stratification or restriction (Weinstein, Rothman
& Nicolich, 1998). If we select people with
equivalent behaviour at time 1, there can be no
effect of behaviour at time 1 on behaviour at
time 2 and we can rule out a causal effect of
behaviour on attitude as a possible explanation
of the observed correlation between attitude at
time 1 and behaviour at time 2. Note that, like
design 2, this design focuses on the effect of
attitude on behaviour over the follow-up
period and can also be interpreted in terms of
the effect of initial level of attitude on behav-
iour change.

Design 2 assumes that behaviour is partly
determined by prior behaviour. However, it is
difficult to explain how past behaviour can
directly influence future behaviour (Sutton,
1994). More generally, the idea that a variable
can directly cause a later version of itself
(autoregression) is problematic (Allison, 1990;
Liker, Augustyniak & Duncan, 1985; Stoolmiller
& Bank, 1995). Stoolmiller and Bank give the
following example:

consider a simple experiment designed
to study growth of money left in bank
accounts. Suppose we deposit a range of
sums of money in each of several banks
paying a range of interest rates on deposits.
In an AR [autoregressive] model with the
initial sum of money and the interest rate
as predictors of the amount of money at
time 2, we would typically find that initial
amount was a very strong predictor of
money at time 2. But clearly if we … isolate
the money at time 1 away from all sus-
pected causal forces (e.g., in a shoebox
under the bed), we will find at time 2, much
to our dismay, that the money has failed
to grow. Despite the fact that AR effects
would be large in the bank example, they
are not true direct causal effects. Interest
causes money to grow, not initial amount
of money … To discard interest as a pre-
dictor of change because it failed to com-
pete with initial amount of money in an AR
model would be an error. (1995: 271)

An alternative explanation for the stability of
behaviour is that behaviour is stable because
its underlying causes are stable. Model VI in
Figure 4.4 shows an additional variable X
which, like attitude, has a lagged causal effect
on behaviour. In this model, there is no direct
causal effect of prior behaviour on behaviour.
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Behaviour will nevertheless be stable over time
to the extent that its causes (A and X) remain
stable over time. (Note that, although this
model assumes that behaviour is not directly
influenced by prior behaviour, it still assumes
that X and A have autoregressive effects.) 

Assuming model VI is true, the simplest
observational design for estimating the effects
of A and X on B would be to assess A and X at
one time point and B at a later time point and
then regress B on A and X, without controlling
for prior behaviour. This is a version of design
1. If data were available from three time points
(X and A measured at time 1; X, A and B mea-
sured at time 2; and B measured at time 3), this
analysis could be done twice. However, a more
sophisticated approach would be to use a first
difference model, in which difference scores are
calculated and change in behaviour is
regressed on change in attitude and change in
X (Liker et al., 1985; see also Allison, 1990). An
advantage of this method is that the effects of
unmeasured, stable causes of B are automati-
cally controlled for. For example, suppose
behaviour was also influenced by personality
variables whose values did not change over the
time period in question. If a first difference
model were used, omitting such variables from
the analysis would not bias the results. This
method will work only when the values of A
and X change for a substantial portion of indi-
viduals over time. If high stability was
expected, the investigator could consider
introducing an intervention between time 1
and time 2 in order to produce differential
changes in A and X across individuals.

Returning to models that assume that behav-
iour is influenced by prior behaviour, an exten-
sion to design 2 is the cross-lagged panel design
in which attitude and behaviour are both mea-
sured at two time points. As in design 2, B2 is
regressed on A1 and B1 but, in addition, B2 is
regressed on A1 and B1. If model V in Figure 4.4
is true, such a cross-lagged regression analysis
estimates the effect of attitude on behaviour and
the effect of behaviour on attitude, assuming
that both effects have the same causal lag which
is approximately equal to the length of the
follow-up period. Note that an alternative
analysis using the cross-lagged correlations is

not recommended when the aim is to estimate
causal effects (Campbell & Kenny, 1999; Rogosa,
1980). If the cross-lagged regression analysis is
done using a structural equation modelling pro-
gram, an estimate of the residual covariance or
correlation between A2 and B2 can be obtained.
This is the portion of the covariance or correla-
tion between these two variables that cannot be
explained by A1 and B1. If this residual term is
substantial, one interpretation is that there are
important variables that influence both attitude
and behaviour that have been omitted from the
analysis. This would cast doubt on the validity
of the estimates of the causal effects in the model
(Hertzog & Nesselroade, 1987).

Although we have considered only very
simple models in the preceding discussion,
many other models are possible. For example, we
have assumed that attitude has a lagged effect on
behaviour (and vice versa). In some cases, it may
be more plausible to postulate ‘synchronous’ or
almost instantaneous causal effects. For exam-
ple, in the motivational model discussed by
Weinstein, Rothman and Nicolich (1998), an
increase in precautionary behaviour is assumed
to lead promptly to a decrease in perceived risk.

Again, variables such as attitude may act as
predisposing factors that increase the likelihood
that other variables influence behaviour. For
example, consider a study in which we select a
sample of 12-year-olds who have never
smoked, measure their attitude toward smok-
ing, and then use this to predict whether or not
they try smoking a cigarette by age 14. Attitude
may act as a predisposing factor in the sense
that an event such as being offered a cigarette
may be more likely to lead to smoking among
adolescents who hold a positive attitude.

Health behaviour researchers are recom-
mended to carefully consider possible plau-
sible causal models and to draw timeline and
path diagrams to represent them before select-
ing an appropriate research design and analysis
approach.

Experimental Designs

None of the observational designs outlined
above can rule out the possibility that an
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observed correlation between attitude and
behaviour is partly or wholly due to omitted
variables (as in model III in Figure 4.4). Where
possible, health behaviour researchers should
consider conducting experimental studies in
which the determinant of interest (attitude in
this example) is manipulated independently of
other potential causes, with random assign-
ment of participants to experimental condi-
tions. In principle, such designs allow strong
causal inferences to be drawn. More than one
explanatory variable may be manipulated
orthogonally in a factorial design. If repeated
measures are obtained, experiments can be
analysed at the within-individual level as well
as at the between-individual or group level.

Of the theories of health behaviour in com-
mon use, only protection motivation theory
(Rogers & Prentice-Dunn, 1997) has been sub-
jected to extensive experimental testing. In
view of the strong assumptions required to
draw causal inferences from observational
data, health psychology researchers should
make much more use of randomized experi-
ments to test predictions from theories of
health behaviour. Such experiments should use
proper randomization methods rather than
arbitrary or alternate assignment of partici-
pants to conditions. The huge advantage of
randomization is that, if it is done properly, it
guarantees that any baseline differences
between groups must be due to chance
(Shadish, Cook & Campbell, 2002).

Intervention Studies

Such analytic or theory-testing experiments
should be distinguished from intervention
studies, which may also employ randomization
to conditions. In intervention studies, the aim
is usually to change a number of potential
explanatory variables simultaneously in order
to maximize the effect of the intervention on
behaviour. Such studies can provide informa-
tion about the extent to which the intervention
effect on behaviour, if one is obtained, is medi-
ated by the hypothesized explanatory variables
(Baron & Kenny, 1986; Kenny, Kashy & Bolger,
1998). Mediation analyses are partly experi-
mental and partly observational. In particular,

interpretation of the relationship between the
hypothesized mediating variable and the
dependent variable requires the same assump-
tions as the analysis of other observational data
(Sutton, 2002a).

THEORIES OF HEALTH BEHAVIOUR

Theories of health behaviour can be classified
by range of application (general, health-
specific, and domain- or behaviour-specific)
and formal structure (stage versus non-stage
theories) (Sutton, 2003; see Armitage &
Conner, 2000, for a related classification
scheme). General theories, such as the TPB
(Ajzen, 1991, 2002b) and its predecessor the
TRA (Fishbein & Ajzen, 1975), are those that,
in principle, can be applied to a wide range of
behaviours, not simply health-related ones.
Health-specific theories like the health belief
model (Strecher & Rosenstock, 1997) are spe-
cific to health-related behaviours. Behaviour-
or domain-specific models have a still narrower
range of application. For example, the AIDS risk
reduction model (Catania, Kegeles & Coates,
1990) was developed to understand STD-
preventive behaviour such as condom use.

Stroebe argues that general models should be
preferred for the sake of parsimony: ‘it is not
very economical to continue to entertain specific
theories of health behaviour unless the predic-
tive success of these models is greater than that
of general models of behaviour’(2000: 27). If we
can use a single theory to explain why some
young people use condoms consistently with
new sexual partners while others do not, why
some people engage in regular exercise more
often than others, and why some people recycle
their newspapers whereas others throw them
away, this is much more useful and economical
than developing different theories for each of
these three behaviours. The argument, then, is
that general theories should be preferred to
health- or behaviour-specific theories unless the
latter can be shown to be better in some impor-
tant way. This suggests a strategy of always start-
ing with a general theory and only modifying it
if absolutely necessary when applying it to a new
behaviour or behavioural domain.
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The second important distinction is between
stage and non-stage (or continuum) theories
(Sutton, in press; Weinstein, Rothman & Sutton,
1998). These two types of theories have different
formal structures and different implications for
intervention. Stage theories assume that behav-
iour change involves movement through a
sequence of discrete stages, that different factors
are important at different stages, and therefore
that different (stage-matched) interventions
should be used for people in different stages.
The best known stage theory is the transtheo-
retical model (Prochaska & Velicer, 1997), which
has been applied to a wide range of health-
related behaviours. The version of the model
that has been used most widely in recent years
specifies five stages: precontemplation, contem-
plation, preparation, action, and maintenance.
Although the transtheoretical model is the
dominant stage theory in the field of health
behaviour, it suffers from serious conceptual
and measurement problems and cannot be
recommended in its present form (Sutton, 2001,
in press). Another stage theory that is attracting
increasing interest is the precaution adoption
process model (Weinstein & Sandman, 1992),
which is a health-specific model. Health behav-
iour researchers who are thinking of using stage
theories need to be aware that they are complex
and difficult to test (Sutton, 2000, in press;
Weinstein, Rothman & Sutton, 1998).

This chapter focuses on continuum or non-
stage theories. Each of these theories specifies a
small set of proximal cognitive determinants of
behaviour. (Note that some theories also
include variables that, strictly speaking, cannot
be described as cognitive determinants, for
example skills and actual behavioural control.)
The causal relationships specified by such
theories can be represented in the form of a path
diagram with behaviour on the far right.
Figure 4.5 shows three prototypical representa-
tions. The variables X, Y and Z are the hypothe-
sized cognitive determinants; B is behaviour. In
Figure 4.5a, both X and Y are assumed to influ-
ence behaviour directly. In Figure 4.5b, the effect
of X and part of the effect of Y are mediated by
Z; Z is a mediator or intervening variable (Baron
& Kenny, 1986). Thus, Y has direct and indirect
effects on behaviour whereas X has only an

indirect effect. In Figures 4.5a and b, the variables
combine additively. By contrast, in Figure 4.5c,
X and Y interact to influence behaviour. The
effect of Y on behaviour depends on the level of
X, that is, X moderates the relationship between
Y and B. (Interactions are symmetric, so, alter-
natively, Y can be regarded as the moderating
variable.) Figure 4.5c does not show the nature
of the interaction. Where theories of health
behaviour specify interactions, they are nearly
always of the multiplicative or synergistic type,
in which, to put it simply, the effects of two vari-
ables together are greater then their sum.

As in the preceding section, the small unla-
belled arrows represent the errors or distur-
bances. Algebraic equations can be used as an
alternative to the diagrammatic representation
(although, as Pearl, 2000, points out, path
diagrams contain more information than
equations). Figures 4.5a and c can each be repre-
sented by a single equation, but Figure 4.5b

(c)

B

X

Y

(b)

B

X

Y

Z

X
(a)

B

Y

Figure 4.5 Three prototypical
representations of the causal relationships
specified by theories of health behaviour
(X, Y and Z are explanatory variables;
B is behaviour)
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requires two equations because there are two
endogenous (dependent) variables.

Although theories of health behaviour are
sometimes described as ‘static’ models, they are
dynamic in the sense that they specify causal
relationships between variables whose values
may change over time and may be deliberately
changed through interventions. For example,
the theory depicted in Figure 4.5b says that, if Y
is held constant, a change in X will produce a
change in Z, which in turn will produce a
change in behaviour. Thus, theories of health
behaviour are also theories of health behaviour
change. However, with the exception of
Bandura’s (1997, 1998) social cognitive theory,
the theories do not tell us how to change the
variables on the far left (the exogenous vari-
ables) (Sutton, 2002c).

In Figure 4.5, the exogenous variables X and
Y are linked by a two-headed arrow. This indi-
cates that these variables may be correlated with
each other but that this correlation is not
explained by the theory; it is treated as given.
The implicit assumption is that the correlation
must be due to other variables external to the
theory (common causes). If it seems plausible
that the correlation is due to one variable influ-
encing the other, then the two-headed arrow
should be replaced by a single-headed arrow,
thus making one of the exogenous variables
endogenous. This apparently minor change can
have major implications for estimates of the
effect size and for interventions (Sutton, 2002c).

None of the diagrams in Figure 4.5 shows
arrows from behaviour back to the explanatory
variables. Most theories of health behaviour
acknowledge that behaviour may influence cog-
nitions, as well as vice versa, but few theories
explicitly incorporate such feedback effects.

Ideally, theories of health behaviour should
specify the causal lag for each of the causal
relationships in the theory. Causal lag is an
important consideration in deciding on an
appropriate research design. An alternative
approach is to try to estimate the causal lag
empirically (Finkel, 1995).

Theories of health behaviour generally
assume linear (straight-line) relationships.
Indeed, none of the social cognition models in
common use specifies curvilinear relationships.

All the theories are specified (often implicitly)
at the between-individual level and they are
nearly always tested at the between-individual
level. The main aim of research in this area can
be characterized as ‘putting numbers on the
paths’, where these numbers represent unbi-
ased and precise estimates of the causal effects
for particular health behaviours in particular
target populations in the form of regression
coefficients and their standard errors or confi-
dence intervals.

We will not attempt to describe the main
theories of health behaviour, even in outline
form. The reader is referred to the book by
Conner and Norman (1996, in press) for a
detailed exposition of the major theories. (See
also Sutton, 2002b, and Weinstein, 1993, for
comparisons of theories.) The position taken
in the present chapter is that there are too
many theories of health behaviour and that
this is hindering progress in the field. Progress
would be more rapid if research efforts were
concentrated on a small number of theories.
This chapter therefore focuses on one theory,
the TPB (Ajzen, 1991, 2002b), which can be
argued is a prime candidate for guiding future
research on health behaviour, for the following
reasons: (1) it is a general theory; (2) the con-
structs are clearly defined and the causal rela-
tionships between the constructs clearly
specified; (3) there exist clear recommenda-
tions for how the constructs should be opera-
tionalized (Ajzen, 2002a); (4) the theory has
been widely used to study health behaviours
(Ogden, 2003) as well as many other kinds of
behaviours; and (5) meta-analyses show that it
accounts for a useful amount of variance in
intentions and behaviour (but see the later dis-
cussion of percentage of variance explained).

Although the next section focuses on the
TPB, many of the points made apply equally to
other theories of health behaviour.

THE THEORY OF PLANNED BEHAVIOUR

The TPB is shown in Figure 4.6. According to
the theory, behaviour is determined by the
strength of the person’s intention to perform
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that behaviour and the amount of actual
control that the person has over performing the
behaviour. According to Ajzen (2002b), inten-
tion is ‘the cognitive representation of a
person’s readiness to perform a given behavior,
and … is considered to be the immediate
antecedent of behavior’, and actual behav-
ioural control ‘refers to the extent to which a
person has the skills, resources and other pre-
requisites needed to perform a given behavior’.
Figure 4.6 also shows an arrow from perceived
behavioural control to behaviour. Perceived
behavioural control refers to the person’s per-
ceptions of their ability to perform the behav-
iour. It is similar to Bandura’s (1997) construct
of self-efficacy; indeed Ajzen (1991) states that
the two constructs are synonymous. Perceived
behavioural control is assumed to reflect actual
behavioural control more or less accurately, as
indicated by the arrow from actual to per-
ceived behavioural control in Figure 4.6. To the
extent that perceived behavioural control is an
accurate reflection of actual behavioural con-
trol, it can, together with intention, be used to
predict behaviour.

The strength of a person’s intention is deter-
mined by three factors: their attitude toward
the behaviour, that is, their overall evaluation
of performing the behaviour; their subjective
norm, that is, the extent to which they think
that important others would want them to
perform it; and their perceived behavioural
control.

Attitude toward the behaviour is determined
by the total set of accessible (or salient) behav-
ioural beliefs about the personal consequences of
performing the behaviour. Specifically, attitude
is determined by ∑biei, where bi is belief
strength and ei is outcome evaluation. Similarly,
subjective norm is determined by the total set
of accessible normative beliefs, that is, beliefs
about the views of important others.
Specifically, subjective norm is determined by
∑njmj, where nj is belief strength and mj is moti-
vation to comply with the referent in question.
Finally, perceived behavioural control is deter-
mined by accessible control beliefs, that is,
beliefs about the presence of factors that may
facilitate or impede performance of the behav-
iour. Specifically, perceived behavioural control

Behavioural
beliefs

Attitude
toward the
behaviour

Subjective
norm

Intention BehaviourNormative
beliefs

Control
beliefs

Perceived
behavioural

control

Actual
behavioural

control

Figure 4.6 The theory of planned behaviour
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is determined by ∑ckpk, where ck is belief
strength (the perceived likelihood that a given
control factor will be present) and pk is the per-
ceived power of the control factor (the extent to
which the control factor will make it easier or
more difficult to perform the behaviour).

According to the theory, changing behav-
iour requires changing these underlying beliefs
and/or actual behavioural control (Sutton,
2002c).

The principle of correspondence (Ajzen &
Fishbein, 1977; Fishbein & Ajzen, 1975) or
compatibility (as it was renamed by Ajzen,
1988) states that, in order to maximize predic-
tive power, all the variables in the theory
should be measured at the same level of speci-
ficity or generality. This means that the mea-
sures should be matched with respect to the
four components of action, target, time and
context (see earlier section ‘Defining and
Measuring Behaviour’). Most researchers who
use the TPB recognize the importance of using
compatible measures, though the principle is
frequently violated in empirical applications of
the theory. Researchers who use other theories
seem largely unaware of the principle. The
rationale given for the principle is a pragmatic
one: it improves prediction. Presumably, how-
ever, there is also a theoretical rationale for the
principle, namely that, by measuring the TPB
variables at the same level of specificity, we are
matching cause and effect (Sutton, 1998).

Although the TPB holds that all behaviours
are determined by the same limited set of vari-
ables, each behaviour is also substantively
unique, in two senses (Fishbein, 2000). First,
for a given population or culture, the relative
importance of attitude, subjective norm and
perceived behavioural control may vary across
different behaviours. For example, some
behaviours may be influenced mainly by atti-
tude, whereas other behaviours may be influ-
enced mainly by subjective norm. Ogden
(2003) points out that many studies using
the TPB find no role for one or other of the
three putative determinants of intention and
therefore that the theory ‘cannot be tested’.
However, this represents a misunderstanding
of the TPB. If at least one of the components is
found to predict intention in a given study, this

is consistent with the TPB. Nevertheless, it is a
weakness of the theory that it does not specify
the conditions under which intention will be
mainly influenced by attitude, subjective norm
or perceived behavioural control.

The second sense in which each behaviour is
substantively unique is that, for a given popu-
lation or culture, the behavioural, normative
and control beliefs that underlie attitude,
subjective norm and perceived behavioural
control respectively may also differ for differ-
ent behaviours. In the same way, for a given
behaviour, the relative importance of attitude,
subjective norm and perceived behavioural
control, and the content of the underlying
beliefs, may vary across different cultures or
populations.

The TPB is a general theory. In principle, it
can be applied to any target behaviour without
needing to be modified. For example, in apply-
ing the theory to a health-related behaviour,
there should be no need to add a variable rep-
resenting risk perceptions. If beliefs about the
health risks of the behaviour (or its effect on
reducing risk) are salient to a substantial pro-
portion of the target population, this should
emerge in an elicitation study that uses open-
ended questions to elicit accessible beliefs
(Ajzen, 2002a; Ajzen & Fishbein, 1980; for
an example of an elicitation study, see Sutton
et al., 2003).

Like other theories of health behaviour, the
TPB is a causal model and should be treated as
such. It says, for instance, that if you hold con-
stant a person’s subjective norm, perceived
behavioural control and actual behavioural
control and you change their attitude toward
the behaviour, this will lead to a change in their
intention (assuming that attitude is a determi-
nant of intention for the behaviour in question
in this target group), and this in turn will lead
to a change in their probability of performing
the behaviour (assuming that the behaviour is
at least partly under the person’s control).

The TPB is often depicted without actual
control in the path diagram and, to date, has
always been tested without measuring actual
control. In this case, the direct path from per-
ceived behavioural control to behaviour is
causally ambiguous (Sutton, 2002a, 2002c). As
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already pointed out, one rationale for this
direct link is that perceived behavioural con-
trol can often be used as a substitute for actual
control (Ajzen, 1991). Although actual control
influences behaviour, it is argued that it is dif-
ficult to measure and is less interesting psycho-
logically than perceived control. Perceived
control can be used as a proxy for actual con-
trol to the extent that people’s perceptions of
control are accurate. According to this ratio-
nale, the direct link between perceived behav-
ioural control and behaviour is not a causal
path, and changing perceived behavioural con-
trol would not lead to behaviour change
directly. (It could lead to behaviour change
indirectly, of course, via a change in intention.)
In order to change behaviour directly, it is
necessary to change actual control.

However, Ajzen suggested a second rationale
for the direct link between perceived behav-
ioural control and behaviour: ‘holding inten-
tion constant, the effort expended to bring a
course of behavior to a successful conclusion is
likely to increase with perceived behavioral
control. For instance, even if two individuals
have equally strong intentions to learn to ski,
and both try to do so, the person who is confi-
dent that he can master this activity is more
likely to persevere than is the person who doubts
his ability’ (1991: 6). Note that this effect is held
to be mediated by ‘effort’ and ‘perseverance’,
neither of which are constructs in the theory.

Putting these two rationales together, this
means that if we observe an independent pre-
dictive effect of perceived behavioural control
on behaviour in an observational study in
which actual control is not measured, this may
be due partly to a causal effect of perceived
behavioural control on behaviour and partly
to a correlation induced by actual behavioural
control influencing both perceived behav-
ioural control and behaviour (Sutton, 2002a,
2002c). More generally, failing to measure and
control for the effects of actual behavioural
control will lead to biased estimates of the
causal effects of perceived behavioural control
and intention on behaviour, unless it can be
assumed that perceived control is an accurate
reflection of actual control (i.e., that perceived
and actual control are perfectly correlated and

this correlation arises from a direct causal
effect of actual on perceived control).

Although Figure 4.6 shows an arrow going
directly from actual control to perceived con-
trol, this is inconsistent with the theory’s
assumption that the effects of any variable on
perceived control must be mediated by control
beliefs. The absence of arrows, either one- or
two-headed, between actual control and
behavioural and normative beliefs respectively
can be interpreted as indicating zero correla-
tions and no direct causal influence in either
direction. However, to date, Ajzen has not dis-
cussed these possible relationships. If actual
control were related to one or both of these
variables, again this would have implications
for the interpretation of regression analyses
from which actual control was omitted.

A further complexity concerns the inter-
action between perceived behavioural control
and intention on behaviour that was postu-
lated by Ajzen and Madden (1986). Ajzen
(2002b) states it as follows: ‘Conceptually,
perceived behavioral control is expected to
moderate the effect of intention on behavior,
such that a favorable intention produces the
behavior only when perceived behavioral con-
trol is strong.’ He also notes that, ‘In practice,
intentions and perceptions of behavioral con-
trol are often found to have main effects on
behavior, but no significant interaction’ (see
also Conner & Armitage, 1998). This interac-
tion derives from an interaction between
intention and actual control (and so would be
predicted to occur only in situations in which
perceptions of control are accurate). In parti-
cular, intention is expected to have a stronger
influence on behaviour, the greater the degree
of actual control the person has over the
behaviour. As Ajzen (2002b) puts it, ‘successful
performance of the behavior depends not only
on a favorable intention but also on a sufficient
level of behavioral control’. For simplicity, this
interaction is not shown in Figure 4.6.

Extensions of the TPB

There have been numerous attempts to extend
the TPB by adding variables such as anticipated
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regret, moral norm and self-identity (Conner &
Armitage, 1998). For the sake of parsimony
and theoretical coherence, candidate variables
should be provisionally accepted as official
components of the theory only if a number of
conditions are satisfied. First, there should be
sound theoretical reasons for believing that a
given candidate variable influences intention
or behaviour independently of the existing
variables, that is, that the variable has a direct
causal effect on intention or behaviour. In
some cases, it is possible that the proposed
additional variable is already captured by one
of the existing variables.

Second, in order to retain the existing struc-
ture of the TPB, the proposed new variable
should have an expectancy-value basis like atti-
tude, subjective norm and perceived behav-
ioural control; in other words, the new variable
should be determined by accessible beliefs that
are specific to the target behaviour. This would
seem to rule out some variables, for example
self-identity. This also means that the
expectancy-value basis of descriptive norm (the
belief that significant others are or are not
performing the target behaviour), which Ajzen
(2002a) has proposed as a subcomponent of
subjective norm in the latest version of the
theory, needs to be specified. This require-
ment, that any additional variable is homolo-
gous to the existing variables, also implies that
including too many additional variables in the
theory would make it unwieldy to use in prac-
tice. Furthermore, additional open-ended
questions for eliciting accessible beliefs would
need to be devised for use in pilot studies. This
has not yet been done for descriptive norm
(Ajzen, 2002a).

Third, measures of a proposed new variable
should be shown to have discriminant validity
with respect to measures of the existing com-
ponents, in other words to be measuring
something different from measures of the
existing variables.

Finally, the new variable should be shown to
predict intention and/or behaviour indepen-
dently of the existing components in studies in
which the latter are well measured in accordance
with published recommendations. It is likely
that there are many false positive findings in the

literature because the existing components are
not always optimally measured. Of course, if the
aim is simply to improve the predictive power of
the theory rather than to specify additional
determinants of intention, only the last of the
requirements set out above is relevant.

How Well Does the Theory Perform?

There have been remarkably few experimental
tests of the TPB or its predecessor the TRA
(Sutton, 2002a). The vast majority of studies
have used observational designs. Table 4.1
summarizes the findings from meta-analyses
of research using the TPB in terms of the mul-
tiple correlation R and its square (which can be
interpreted as the proportion of variance
explained) for predicting intention and behav-
iour. Also shown is an effect size index called f 2

that is recommended by Cohen (1988, 1992)
for use in power analysis where the statistical
test involves multiple correlations.

With the exception of Ajzen (1991), all the
meta-analyses explicitly or by implication
restricted the analysis of prediction of behav-
iour to prospective studies in which intention
and perceived behavioural control were mea-
sured at time 1 and behaviour was measured at
time 2, that is, they used a version of what we
referred to earlier as design 1. The meta-analyses
differed in a number of ways, including the
selection criteria for the studies. However,
there is not space here to give a detailed com-
parison and critique of the reviews or to map
the degree of overlap between them. Instead
we focus on the ‘headline’ figures to gain an
impression of the predictive utility of the
theory. The findings for both intention and
behaviour show reasonable consistency. For
intention, the multiple correlations range from
0.59 to 0.71 (between 35 per cent and 50 per
cent of variance explained). Prediction of
behaviour was lower, as expected, with the
multiple correlation ranging between 0.51 and
0.59 (between 26 per cent and 35 per cent of
the variance explained).

Godin and Kok (1996) found differences
between different kinds of behaviours with
respect to how well the theory predicted
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intentions and behaviour. For example, for
behaviour, the theory worked better in studies
of HIV/AIDS-related behaviours than in stud-
ies of ‘clinical and screening’ behaviours.
However, these results were based on small
numbers of studies, and possible confounds
such as sample characteristics and differences
in how the TPB variables were measured were
not examined. Godin and Kok’s review needs to
be updated and extended.

Should we be encouraged or discouraged by
these results? The answer depends on the stan-
dard of comparison. One possible standard is
the ideal maximum of 100 per cent. Clearly,
the theory does not perform well by this stan-
dard. In practice, however, the maximum per-
centage of variance that can be explained in a
real application is often substantially less than
100; one reason for this will be discussed later
in the chapter. There are other more realistic

standards of comparison. Another possible
benchmark is provided by the effect sizes that
are typically found in the behavioural sciences
using a diverse range of outcomes and predic-
tors. According to Cohen’s (1988, 1992) opera-
tional definitions, the effect sizes in Table 4.1 are
‘large’ for both intention and behaviour. In
evaluating the predictive performance of the
TPB, it is important to remember that it is
highly parsimonious, at least when direct mea-
sures rather than indirect (belief-based) mea-
sures of its constructs are used. Thus, although
it explains no more than 50 per cent of the
variance in intention, on average, it achieves
this level of performance with only three
predictors. In addition, although percentage of
variance explained is widely used as a mea-
sure of effect size, it tends to give a rather
pessimistic impression (Rosenthal & Rubin,
1979; Sutton, 1998).

Table 4.1 Summary of effect sizesa from meta-analyses of the theory of planned behaviour

Predicting intention (BI) from Predicting behaviour from
AB, SN and PBC BI and PBC

Meta-analysis kb R R2 f 2 kb R R2 f 2

Ajzen (1991) 19 0.71 0.50 1.00 17 0.51 0.26 0.35

Godin & Kok (1996)c 76 0.64 0.41 0.69 35 0.58 0.34 0.52

Sheeran & Taylor (1999)d 10 0.65 0.42 0.72 – – – –

Albarracín et al. (2001)d 23 0.71 0.50 1.00 23 0.53 0.28 0.39

Armitage & Conner (2001) 154 0.63 0.39 0.64 63 0.52 0.27 0.37

Hagger et al. (2002)e 49 0.67 0.45 0.82 35 0.52 0.27 0.37

Trafimow et al. (2002):f

PBC as perceived difficulty 11 0.66 0.44 0.79 9 0.59 0.35 0.55
PBC as perceived control 11 0.59 0.35 0.53 9 0.58 0.34 0.52

BI = behavioural intention; AB = atttitude to behaviour; SN = subjective norm; PBC = perceived behavioural control.

aEffect sizes are given in terms of the multiple correlation R, R2, and f 2 = R2/(1 − R2). According to Cohen (1988, 1992),
an f 2 value of 0.35 is ‘large’.

bk is the number of datasets.

cRestricted to studies of health-related behaviours.

dRestricted to studies of condom use.

eRestricted to studies of physical activity.

fRestricted to studies that included measures of both ‘perceived difficulty’, defined as ‘the extent to which the person
believes that performing the behaviour would be easy vs. difficult or the level of confidence about performing the
behaviour’ (p. 11) and ‘perceived control’, defined as ‘the extent to which the behaviour was perceived to be under
or outside one’s control or was “up to me”’ (p. 11).
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Reasons for Poor Prediction

There are a number of important methodolog-
ical and measurement reasons why theories
such as the TPB often have lower predictive
power than we would prefer (Sutton, 1998).
For example, consider the simple case of pre-
dicting behaviour (measured at time 2) from
intention (measured at time 1). Intention is
often measured using a seven-point semantic
differential rating scale. But the measure of
behaviour is often a dichotomy, that is people
either perform the behaviour or they don’t;
indeed, this is the classic application of the
TPB. However, when predicting a variable with
two categories from a variable with seven cate-
gories, it is not possible to obtain a perfect
correlation or 100 per cent of the variance
explained (unless respondents treat the inten-
tion measure as if it consisted of only two
categories). It is possible to obtain a perfect cor-
relation between the variables only if the distri-
butions match, which means that they have to
have an equal number of response categories.

Figure 4.7 shows a hypothetical example.
The graph on the far left of the figure shows a
perfect linear relationship between the seven-
point intention measure and the probability of
performing the behaviour. So no one who

scores 1 on the intention scale performs the
behaviour whereas everyone who scores 7 does
so. The middle graph shows the distribution
on the intention measure, which is approxi-
mately normal, and the graph on the right
shows the distribution on the behaviour mea-
sure, showing an even split: half the people
perform the behaviour and half do not.

In this example, intention explains less than
20 per cent of the variance in behaviour. The
problem is that the two measures have a differ-
ent number of response categories and there-
fore the distributions cannot match. For
maximum prediction, we need to make sure
that the number of response categories is
equal. Note that this problem has nothing to
do with the use of dichotomous measures per se
or with skewed distributions. If we had a
dichotomous measure of intention, we could
in principle explain 100 per cent of the variance
in a dichotomous measure of behaviour. This
would be the case even if the distributions were
highly skewed. So if we had 100 people in the
sample and only one of them performed the
behaviour while 99 did not, it would still be
possible to explain 100 per cent of the variance
in behaviour if the sample were equally skewed
on the measure of intention and if the one
person who performed the behaviour was also

Figure 4.7 Example showing a perfect linear relationship between a seven-point measure of
intention and a dichotomous measure of behaviour and the distributions
of the two variables
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the one person who intended to do so. (This
example also shows that the fact that a variable
has a small (but non-zero) observed variance
cannot on its own explain why it does not cor-
relate highly with other variables.) The same
argument would apply if we had a seven-point
measure of intention and a five-point measure
of behaviour, although the effect would be less
dramatic.

There is an important theoretical issue here
as well. Theories like the TPB do not explain
how intention, which is conceived of as a
continuous variable, translates into a binary
outcome – performance or non-performance
of the behaviour.

Other reasons for poor prediction include
random measurement error in the measures of
intention and/or behaviour, violation of the
principle of compatibility, and lack of stability in
intentions (Sutton, 1998). Such measurement
factors help to explain both the intention–
behaviour ‘gap’ (Sheeran, 2002) and why theories
of health behaviour often do not explain as much
variance as we would like them to.

Undue Emphasis on Amount of
Variance Explained

Investigators naturally want to maximize the
amount of variance explained by a theory and,
other things being equal, would usually prefer
a model that explains more variance to one
that explains less. However, it can be argued
that undue emphasis is placed on the total
amount of variance explained by theories such
as the TPB. First, from the standpoint of
assessing the potential of a theory as the basis
for interventions, the proportion of variance
in behaviour explained by the theory as a
whole is less relevant than the proportion
explained by the variables on the far left of
Figure 4.6. This is because, according to the
theory, it is not possible to intervene directly to
change intention, for example. Interventions
have to be applied to the exogenous variables,
that is, to the beliefs that are assumed to
underlie attitude, subjective norm and per-
ceived behavioural control. It is therefore
important to estimate the percentage of vari-
ance in behaviour explained by the variables

on the far left, or the effective variance
explained (Sutton, 2002c). If the effects of the
far left variables on behaviour are completely
mediated by the other variables in the theory,
the effective variance explained will be lower,
often much lower, than the variance explained
by the theory as a whole.

The effective variance explained can be esti-
mated in a single study simply by regressing
behaviour on the variables on the far left,
omitting the hypothesized mediating variables
from the regression model. Where a primary
study or meta-analysis reports the correlations
among the exogenous variables and between
the exogenous variables and behaviour, the
effective variance explained can be computed
by entering the correlation matrix into a
regression or structural equation modelling
program. For example, from Table 3 in
Albarracín, Johnson, Fishbein and Muellerleile’s
(2001) meta-analysis of the TPB applied to
condom use, it can be calculated that behav-
ioural beliefs, normative beliefs and perceived
behavioural control together explained 13.3
per cent of the variance in condom use, which
is substantially lower than the variance
explained by intention and perceived behav-
ioural control (Table 4.1). The unique variance
explained by each of these components was 2.9
per cent, 1.7 per cent and 1.3 per cent respec-
tively. (A direct measure of perceived behav-
ioural control was used because very few
studies assessed control beliefs.)

Why have we apparently lost all this
explained variance? One way to look at this is
to ask what we gain by including intention in
the theory. By adding intention, we gain in
terms of explanation, because we have speci-
fied a potential mechanism by which attitude,
subjective norm and perceived behavioural
control (and their underlying beliefs) influ-
ence behaviour. We are ‘filling in the causal
chain’. We also gain in predictive terms,
because intention adds to the prediction of
behaviour over and above attitude, subjective
norm and perceived behavioural control. But
this gain in predictive power is not helpful for
the purposes of producing behaviour change
because of causal dilution. The only way we
can change intention, according to the theory,
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is by changing attitude, subjective norm and
perceived behavioural control, and the only
way we can change these variables is by chang-
ing their underlying beliefs. But behavioural
beliefs, for example, may not completely deter-
mine attitude; attitude, subjective norm and
perceived behavioural control do not com-
pletely determine intention; and intention
does not completely determine behaviour.
Although intention may add to the prediction
of behaviour over and above attitude, subjec-
tive norm and perceived behavioural control,
the additional predictive power provided by
intention is useless for the purposes of behav-
iour change because it arises from unspecified
causes of intention, as represented by the small
arrow pointing to intention in Figure 4.6.
Because they are unspecified, they cannot be
targeted in an intervention. So we cannot
exploit the additional predictive power provided
by intention.

The same argument would apply to any
theory that specifies a causal chain. Of course,
if an exogenous variable has a direct effect on
behaviour as well as indirect effects, this may
offset the dilution effect. An alternative way of
gauging the intervention potential of a theory
is to use the path-analytic calculus (Heise,
1975; Kenny, 1979) to calculate the total effect
of each of the variables on the left-hand side
on behaviour, controlling for other relevant
variables. Either the standardized or the
unstandardized regression coefficients could
be used. The total effect can be interpreted as
an estimate of the effect on behaviour of
increasing the variable on the left by one unit,
while holding constant the other variables on
the left-hand side.

The example outlined above of effective
variance explained should be treated as illus-
trative only. Because of the way that indirect
measures of attitude and subjective norm are
computed in applications of the TPB, the
analyses involved product terms or multiplica-
tive composites. A problem that affects such
analyses is that the correlations between a
multiplicative composite and other variables
may vary depending on the particular scoring
schemes used for its components (Bagozzi,
1984; Evans, 1991; French & Hankins, 2003).

(Although the correlations are difficult to
interpret, the multiplicative relationship
between, for example, behavioural belief
strength and outcome evaluation on attitude
can be tested using standard approaches for
testing interactions in multiple regression:
Aiken & West, 1991; Sutton, 2002c; for an
example, see Sutton, McVey & Glanz, 1999).

The second reason for arguing that undue
emphasis is placed on the amount of variance
explained is that a regression model that
explains more variance in behaviour is not
necessarily more valid than one that explains
less variance. The validity of a regression
model depends on the validity of its underly-
ing assumptions, not on the proportion of
variance it explains. Sutton (2002a) gives
several hypothetical examples, including one
in which close to 100 per cent of the variance is
explained but the estimates of the causal effects
of the predictor variables are seriously biased,
and another showing that unbiased estimates
of causal effects can be obtained even
if the regression model does not explain a large
proportion of variance in the criterion.

Is the TPB Too ‘Rational’?

Theories like the TPB may be criticized for
providing an unrealistically rational explana-
tion of behaviour. However, the term ’rational’
has several different meanings. Behaviour as
explained by TPB can be regarded as rational
in some ways but not in others. On the one
hand, the theory holds that a person’s behav-
iour will tend to be consistent with their acces-
sible beliefs. Such consistency can be regarded
as rational in one sense of the word.
Furthermore, the TPB assumes that beliefs are
combined in a systematic way such that a
person’s attitude towards a given behaviour,
for example, is a mathematical function of the
belief strengths (subjective probabilities) and
outcome evaluations (utilities) of the access-
ible behavioural beliefs. The function derives
from the expected value and expected utility
models of ‘economic man’, which have a
long history of use as normative models of
decision-making (Edwards, 1954).
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On the other hand, people’s accessible beliefs
may be incomplete and incorrect or influenced
by strong emotions. For instance, a person may
erroneously believe that a particular health
behaviour is doing them good when in fact it is
not. Thus, intentions and behaviour may be
based on information that is incomplete and
incorrect. Furthermore, although some deci-
sions may involve conscious deliberation and
careful weighing up of pros and cons, in many
cases the processes involved in the formation
and modification of beliefs, attitudes and inten-
tions may be largely automatic (Ajzen &
Fishbein, 2000; Fishbein & Ajzen, 1975). For
example, a person’s attitude toward a particular
behaviour may be automatically updated when
new information about the behaviour is
received, and this attitude may be automatically
elicited and guide behaviour in relevant situa-
tions. (However, although it seems plausible
that automatic processes control the formation
and change of beliefs, attitudes and intentions,
for most health-related behaviours it seems less
plausible to suggest that behaviour itself is auto-
matically elicited.) 

A BROADER THEORETICAL FRAMEWORK

The TPB, like other social cognition models,
does not rule out other causes of behaviour.
Many other factors such as socio-demographic,
cultural and personality factors may influence
behaviour, but these are assumed to be distal
factors, in other words to be farther removed
from the behaviour than the proximal factors
specified by the theory. Thus, the TPB divides
the determinants of behaviour into two classes:
a small number of proximal determinants,
which are specified by the theory (i.e., are
internal to the theory); and all other causes,
which are left unspecified but which are
assumed to be distal and to influence behav-
iour only via their effects on the proximal
determinants. In this sense, the TPB is some-
times said to be sufficient.

There are a number of ways in which exter-
nal factors may impact on the internal vari-
ables and on behaviour. First, external factors
may influence the beliefs that are assumed

to underlie attitude, subjective norm and
perceived behavioural control. For instance,
people in non-manual occupations may have a
greater number of accessible beliefs; for exam-
ple, when asked to list the advantages and
disadvantages of performing a given behav-
iour, people in non-manual occupations may
list a greater number of advantages. External
factors may also influence the content of acces-
sible beliefs. Compared with people in manual
occupations, those in non-manual occupa-
tions may hold different kinds of accessible
behavioural beliefs; for example, beliefs about
the health consequences of the behaviour may
be more common among people in non-manual
occupations. Neither of these effects would
necessarily lead to a difference in behaviour
between the two groups. Only if the total belief
scores differed between the two groups would
we expect a difference in behaviour. For
instance, if ∑biei was higher, on average, among
people in manual occupations, then, assuming
that attitude was an important determinant of
intention for the behaviour in question and
that the behaviour was under volitional
control, we would expect to observe differ-
ences in behaviour between the two groups.
Differences in one component of the theory
may offset differences in another component.
For instance, people in manual occupations
may be higher on ∑biei but lower on ∑snjmcj;
with the result that there is no difference in
behaviour between the two groups.

Second, external factors may influence atti-
tude, subjective norm or perceived behavioural
control directly without influencing the underly-
ing beliefs. Such effects would be inconsistent
with the assumptions of the theory. For instance,
the theory holds that attitude is completely
determined by ∑biei; in the same way, subjective
norm and perceived behavioural control are
held to be completely determined by normative
beliefs and control beliefs respectively.

Third, external factors may influence inten-
tion directly without influencing behavioural,
normative, or control beliefs, and hence without
influencing attitude, subjective norm or per-
ceived behavioural control. Again, such an effect
is inconsistent with the assumption that inten-
tion is completely determined by attitude,
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subjective norm and perceived behavioural
control. However, if the assumption is relaxed
to allow other determinants of intention (e.g.,
anticipated regret, moral norm), this provides
possible pathways by which an external factor
could influence intention directly without influ-
encing the official components of the theory.

Fourth, external factors could influence
actual control. Figure 4.6 shows actual control
influencing perceived behavioural control and
behaviour. Thus, there are three distinct path-
ways by which an external factor could influ-
ence behaviour via actual control: (1) from
actual control to perceived control to intention
to behaviour; (2) from actual control to per-
ceived control then directly to behaviour; and
(3) from actual control directly to behaviour.

Fifth, external factors could influence
behaviour directly, that is, they could bypass all
the components of the theory. Conceptually, it
is difficult to distinguish this mechanism from
the preceding one. Actual control is a nebulous
concept that could be thought of as including –
or being influenced by – almost every factor
that has a systematic influence on behaviour
apart from those factors whose effects on
behaviour are mediated by the other compo-
nents of the theory.

Finally, external factors could moderate one
or more of the causal relationships in the
theory. For example, for a given behaviour, atti-
tude may be a more important determinant of
intention among those in manual occupations
compared with those in non-manual occupa-
tions. Or the size of the causal effect of intention
on behaviour may differ for the two groups.

A strategy for guiding future research on the
determinants of health behaviour is to con-
tinue to use the TPB as a model of the proxi-
mal determinants of a given behaviour and to
specify external factors that are hypothesized
to influence the components of the theory or
to influence behaviour directly, that is to
develop theories that relate external factors to
the theory’s components. In effect, this is
extending the causal model representing the
TPB to the left, specifying the more distal
causes of a particular behaviour and the mech-
anisms by which they influence the compo-
nents of the theory and behaviour. (The causal

model could also be extended to the right by
including physiological sequelae of the behav-
iour and relevant health or disease outcomes,
thus ‘integrating psychology and epidemiol-
ogy’; see Hardeman et al., submitted.)

The number of potential external factors or
distal causes of a particular behaviour is huge.
Other psychological variables such as personal-
ity factors may affect health behaviours
(Contrada & Goyal, 2004, Chapter 6 in this
volume). Variables such as age and sex may
influence health behaviours and can be thought
of as being on the far left of a complex causal
model that has the TPB variables and behaviour
on the far right. Health behaviours may also be
influenced by biological factors. For example,
there may be genetic influences on smoking.
Like sex and age, genetic factors will also be
located on the far left of the causal model.

All the potential causes of health behav-
iours mentioned so far are located at the
(between-) individual level. However, there
are numerous other factors that may influ-
ence health behaviours that can be summa-
rized by the label ‘social’ factors. Several
different classifications of such social factors
have been proposed by theorists who have
contributed to the development of what is
known in the fields of health promotion and
public health as the ‘social ecological frame-
work’. For example, McLeroy and colleagues
distinguished the following sets of determi-
nants of health behaviour:

(1) Intrapersonal factors – characteristics
of the individual such as knowledge,
attitudes, behaviour, self-concept,
skills, etc. This includes the develop-
mental history of the individual.

(2) Interpersonal processes and primary
groups – formal and informal social
network and social support systems,
including the family, work group,
and friendship networks.

(3) Institutional factors – social institu-
tions with organizational character-
istics, and formal (and informal)
rules and regulations for operation.

(4) Community factors – relationships
among organizations, institutions,
and informal networks within defined
boundaries.

(5) Public policy – local, state, and national
laws and policies. (1988: 355)
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To many psychologists, the social ecological
framework may seem vague and difficult to
operationalize. However, multilevel modelling
(Bryk & Raudenbush, 1992; Duncan et al., 1998;
Hox, 2002) provides a way of operationalizing
the framework and of organizing the social
causes of health behaviours. From this perspec-
tive, the last four items on the above list refer to
higher-level units or entities of which the indi-
vidual is a ‘member’ and whose characteristics
may influence the individual’s health-related
behaviours either directly or indirectly.

To give a simple concrete example, an adoles-
cent’s smoking behaviour may be influenced by
the characteristics of the school they attend as
well as by individual factors. This is shown in
Figure 4.8a. The variables below the dotted line
are (between-) individual-level variables includ-
ing the dependent variable. So, the age of the
student (an individual-level variable) is shown
as influencing the likelihood that he or she
smokes. However, the dependent variable may
also be influenced by characteristics of the
school, for example whether the school has a
strict non-smoking policy, whether it is an inde-
pendent (fee-paying) or a state school, and the
proportion of students who receive free school
meals (an index of deprivation). Figure 4.8a
shows type of school directly influencing the
likelihood that the individual student smokes.
Type of school is located above the dotted line to
indicate that it is a school-level (level 2) variable.
Two error terms are shown in the diagram, one
originating from level 2, the other from level 1.

School characteristics may be correlated
with individual characteristics. In this exam-
ple, type of school is shown (by the two-
headed arrow) as potentially being correlated
with age. In other words, the students who
attend one type of school may be older, on
average, than those who attend another type of
school. The arrow from type of school to
smoking is interpreted to mean the causal
effect of type of school on smoking, control-
ling for possible differences in age between
different types of school. Older students may
be more likely to smoke, and students who
attend types of school that cater for older stu-
dents may be more likely to smoke for this
reason. However, the path diagram indicates
an independent causal effect of type of school
on smoking. This can be labelled a contextual
causal effect, meaning an effect that cannot be
accounted for by the compositional effect of
different types of schools having different kinds
of students (in this case, students of different
ages). More generally, arrows originating from
level 2 indicate contextual causal effects – effects
of level 2 variables that cannot be accounted for
by the compositional effects of different kinds
of individuals being associated with different
kinds of level 2 units.

Some causal effects of level 2 variables on
the individual-level dependent variable may be
mediated by other individual-level variables. To
give a simple example, whether or not a school
has a strict non-smoking policy may influence
an individual student’s attitudes to smoking
which in turn influences the likelihood that
they smoke. Causal pathways may involve more
than one variable at level 2 and more than one
variable at level 1. One school-level variable
may influence another school-level variable which
influences one individual-level variable which
in turn influences another individual-level
variable.

Level 2 variables may also interact with level
1 variables to influence the dependent variable
(see Figure 4.8b). For example, the effect of age
on smoking may differ in different types of
school (e.g., there may be a weaker effect of age
on smoking in schools that have a strict non-
smoking policy). This is a cross-level interac-
tion. Another way of putting this is to say that

(a) Level 2: school Type of school

Age Smoking

Age

Type of school

Level 1: individual

Level 2: school

Level 1: individual

(b)

Smoking

Figure 4.8 Two-level path diagrams showing
(a) a main effect of school type and
(b) a cross-level interaction
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type of school moderates the effect of age on
smoking (or that age moderates the effect of
type of school on smoking).

This simple two-level example can be
extended to three or more levels. For example,
a student’s smoking may be influenced by
characteristics of the class of which they are a
member as well as the school that they attend.
Individual, class and school form three hierar-
chical levels. School-level variables may influ-
ence individual-level variables directly or
through class-level variables.

However, in general, the levels of factors that
may influence an individual’s health behaviour
do not form a pure hierarchy. For example, indi-
viduals’ health behaviour may be influenced by
characteristics of the neighbourhood in which
they live, and, for those who are in work, by char-
acteristics of the workplace. Typically, employees
at a given workplace will live in many different
neighbourhoods, and the residents of a given
neighbourhood will work in many different
workplaces. Thus, while both neighbourhood
and workplace are at a higher level than the indi-
vidual, the levels do not form a pure hierarchy
(see Figure 4.9). Instead, individuals are nested
within a cross-classification of workplaces by
neighbourhoods (Rasbash & Browne, 2001). In
this example, an individual’s health behaviour
may be influenced by individual-level variables,
workplace-level variables and neighbourhood-
level variables, operating additively or interac-
tively. Interactions may be within-level (e.g.,
interactions between two or more workplace-
level variables) or cross-level (e.g., interactions

between workplace-level and neighbourhood-
level variables).

For example, some workplaces may have a
non-smoking policy whereas others do not.
This variable (has a non-smoking policy,
yes/no) is a characteristic of the workplace: it is
a workplace-level variable rather than an indi-
vidual-level variable. Such a higher-level vari-
able may influence the smoking behaviour of
employees. In other words, the prevalence of
smoking may be lower among employees at
workplaces that have a non-smoking policy
than it is among employees at workplaces that
do not have such a policy, and this difference
may be a consequence of the presence or absence
of such a policy. Thus, a workplace-level vari-
able may influence the behaviour of an individ-
ual employee, an example of a cross-level causal
effect. There may also be cross-level inter-
actions. For example, the effect of, say, age (an
individual-level variable) on the smoking status
of the individual may be moderated by charac-
teristics of the workplace: a higher-level variable
modifying the causal relationship between two
lower-level variables.

Note that there are two kinds of workplace-
level variables. The first are characteristics of the
workplace that are not derived from the charac-
teristics of the individuals who are employed
there, for example, the presence or absence of a
non-smoking policy. The second kind is derived
by aggregating the characteristics of the individ-
ual employees. For example, smoking preva-
lence among employees at a worksite is a
characteristic of the worksite and not of an
individual employee, but it is obtained by com-
bining the smoking status (1 = current smoker,
0 = current non-smoker) of all the employees at
the worksite.

An individual’s cognitions and behaviour
may also be influenced by characteristics of the
geographical area in which they live. For exam-
ple, the number of parks and open spaces in an
individual’s neighbourhood may influence the
frequency with which they walk for pleasure.
Again, the number of parks and open spaces is
a characteristic of a neighbourhood or other
geographical area, not of the individual who
lives in that area. Geographical areas may form
a perfect set of nested levels. For example, in
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the UK postcode system, sectors are nested
within districts, which in turn are nested
within areas. There are characteristics attached
to each of these levels that may in principle
influence the cognitions and behaviour of an
individual resident. In general, in a multilevel
system, variables at the lowest level (the indi-
vidual level in this case) may be influenced by
variables at a higher level, either directly (i.e.,
by bypassing intermediate levels) or indirectly
(i.e., by influencing variables at intermediate
levels). (Of course, cross-level influence may
also flow from lower level to higher level, but
we are making a simplifying assumption here
that only downward influence occurs.)

Thus, the social factors that influence a par-
ticular health behaviour at an individual level
can be thought of as being located in a com-
plex system of higher levels, some of which
may form perfect hierarchies but others of
which do not. This framework is individual-
level with respect to the dependent variable,
that is, the health behaviour of interest, but it is
multilevel with respect to the explanatory vari-
ables. (It is also possible to define dependent
variables at higher levels than the individual.
For example, why do some worksites have a
non-smoking policy while others do not?)

CONCLUSIONS AND RECOMMENDATIONS

We conclude with a number of recommenda-
tions to guide future research in this area. Two
important issues are how to manage complex-
ity at both the theoretical and the empirical
levels, given multiple theories, multiple causes,
multiple behaviours, and multiple target pop-
ulations, and how to ensure that research find-
ings are cumulative.

First, there are too many theories of health
behaviour. More rapid progress would be made
in the field if research focused on a smaller
number of theories. As mentioned earlier, for
the sake of parsimony, general theories are
preferable to health-specific or domain-specific
theories, although it is acknowledged that a
general theory may need to be modified when
applied to a particular behaviour. Theories

should also be clearly specified with clear
definitions of constructs and clear specifica-
tions of the causal relationships between them.
Health psychology researchers should avoid
using theories that are not fully specified. The
common practice of ‘picking and mixing’ com-
ponents from several different theories (or
what Bandura, 1998, calls ‘cafeteria style
research’) should be discouraged. Any study
that claims to test or extend a given theory
should use a complete version of that theory
and should try to make sure that each of its
components is measured well. More studies
that directly compare two or more different
theories would be valuable (Weinstein, 1993);
for two examples of empirical comparisons of
theories, see Quine, Rutter and Arnold (1998)
and Bish, Sutton and Golombok (2000). Some
of these aims will be difficult to achieve in prac-
tice, though funding initiatives that require
researchers to use one or two particular
theories would be one possible mechanism.

Second, the field would benefit from greater
standardization of measures. This is likely to
be facilitated by the creation of a web resource
that defines the major theoretical constructs
employed in health behaviour research and
lists common measures of these constructs, as
planned by the US National Cancer Institute’s
‘Improving Theories’ project (see http://
cancercontrol.cancer.gov/brp/health_theory_
index.html).

Third, more studies are needed that test
social cognition models using within-individuals
designs in which repeated measures of cogni-
tions and behaviour with respect to the same
target behaviour are obtained on a number of
occasions. These would allow comparisons
between causal effects estimated from within-
individuals data and between-individuals data.
Where these differ, the former are likely to pro-
vide a better estimate of the effects of changing
cognitive variables through intervention.

Fourth, wherever possible, predictions
from social cognition models should be tested
using randomized experiments in which the
explanatory variables are manipulated orthog-
onally and the data are analysed at the within-
individual level as well as the between-individual
level.
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Finally, to properly investigate the effects of
what we have called ‘social’ variables requires
multilevel designs in which data are obtained
from a sufficient number of units at a higher
level than the individual (e.g., neighbour-
hoods, workplaces, schools) as well as from
individuals within units. Ideally, such studies
should include a complete implementation of
a social cognition model such as the TPB. This
would enable mediation analyses to be con-
ducted to examine the extent to which the
effects of higher-level variables on behaviour
are mediated by cognitive variables. (In the
case of the TPB, measurement burden could be
reduced by initially using only direct measures
of the constructs, that is, by omitting measures
of beliefs. If the effects of higher-level variables
on behaviour were found to be mediated by
the TPB variables measured directly, then sub-
sequent studies could conduct a more fine-
grained analysis of mediation using indirect as
well as direct measures.)

The data requirements for multilevel studies
are formidable (Hox, 2002). For example, in a
two-level design, it is recommended that data
are obtained from at least 30 higher-level units.
Thus such studies are likely to be larger and
more expensive than most studies that are con-
ducted in health psychology. In such research,
priority should be given to investigating the
effects of smaller, more proximal units that are
likely to be more meaningful to the individuals
who belong to the unit. For instance, the
characteristics of a person’s neighbourhood are
likely to have larger effects on their health
behaviour than the characteristics of the region
in which they live. Similarly, characteristics of
the individual’s family or household are likely to
have a greater influence than those associated
with their network of acquaintances. Where it is
difficult to obtain information about higher-
level units, one shortcut is to assess social vari-
ables at the individual level. For example,
instead of objectively measuring the local avail-
ability of open spaces where people can walk for
pleasure, a study could assess the perceived avail-
ability of such open spaces. (Where both ‘objec-
tive’ and subjective measures were included, it
would be possible to examine the extent to
which the effects of objective measures were

mediated by their corresponding subjective
measures.) Another shortcut is to aggregate
variables from the individual level to a higher
level. Both the selection of levels (e.g., should we
study neighbourhoods or districts?) and the
selection of variables to be measured at these
levels should be guided by theories that attempt
to explain how these variables may influence
individuals’ cognitions and behaviour. The chal-
lenge is for health psychologists to develop and
test such theories in collaboration with scientists
from other disciplines.
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INTRODUCTION

Physical symptoms are very common. If you
stop and ask people in the street about recent
symptoms you will find most people will have
experienced at least one symptom such as
headache, cough or fatigue in the past few
days. Some people will report a lot more symp-
toms and many of these individuals will thank
you for your interest, sit you down and go
through each one in more detail than you may
care to hear about. Common sense would sug-
gest that people who seek help for their symp-
toms are suffering from more severe symptoms
than those who don’t seek medical attention.
However, research shows that this is incorrect.
People’s interpretation of symptoms and their
help-seeking behaviour is determined by a
large number of factors aside from physiologi-
cal activity and symptom severity.

Symptoms and bodily sensations are often
difficult to interpret. Is this chest pain indiges-
tion or is it the first sign of a heart attack? Is this
mole on my arm something I should be con-
cerned about? Much of the time I seem really
tired; should I ask a doctor about this symp-
tom? People have a limited ability to work out
what is going on in their bodies. Because of
this, they tend to rely on other factors to make
judgements about symptoms. Here beliefs and
external information can be helpful in deciding

whether a symptom is transitory or serious.
The first part of this chapter examines the cog-
nitive factors that influence people to notice
and report symptoms and why some individu-
als tend to consistently report more symptoms
than others. Along the way we will also discuss
the issues of why some people delay for a long
time before seeking medical help while others
are quick to visit doctors for minor complaints.
In the second part of the chapter we examine
individuals’ cognitions once they are diagnosed
with an illness. In this section we look at per-
sonal illness perceptions and how these are
assessed. We also examine how illness percep-
tions are related to managing a chronic illness
and whether such perceptions can be success-
fully changed.

SYMPTOM COMPLAINTS ARE COMMON

Community surveys that ask individuals
whether they have recently experienced
various symptoms demonstrate, regardless of
where the survey is carried out, that physical
symptoms are extremely common. In fact, on
the basis of these studies it is reasonable to
argue that it is more common to experience
symptoms than not. Some symptoms like
fatigue are extremely common. In general
population studies, typically 20 to 40 per cent

5
Health-Related Cognitions
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of participants report feeling tired or fatigued
all the time (Lewis & Wessely, 1992). In pri-
mary medical practice samples, the rates are
even higher. A recent study, conducted in 1,000
primary practice patients, found 67 per cent of
women and 45 per cent of men reported
fatigue in the past month (Kroenke, 1998).

Other symptoms also have a high prevalence
rate. In large epidemiological surveys, insomnia
at least every other day was reported by 21 per
cent of women and 29 per cent of men, and
11 per cent of women and 7 per cent of men
report daytime sleepiness every or almost
every day (Hublin, Kapiro, Heikkila &
Koskenvuo, 1996). Thirty-six per cent of pri-
mary care patients report headache, 34 per cent
insomnia, and 59 per cent joint or limb pain
(Kroenke, 1998). The high rates of symptoms
are seen in the two epidemiological surveys
shown in Table 5.1 conducted in the United
Kingdom. These studies show high rates of
symptoms such as aching bones, headaches,
eye problems and skin problems. Most people
only present a very small proportion of physi-
cal symptoms to doctors and the vast majority
are managed through restricting activity and
self-medication (Verbrugge & Ascione, 1987).
For about a third of patients presenting with
symptoms to their doctor, no medical explana-
tion can be found for their complaint, and for
many patients these symptoms are chronic or
recur on a regular basis (Kroenke, 2003).

ATTENTION TO SYMPTOMS

The noticing of symptoms is strongly affected
by psychological factors. In particular, whether
a person will attend to a symptom is influ-
enced by what other external stimuli compete

for their attention. The competition for cues
hypothesis states that as the number and
salience of external cues increase, attention to
internal stimuli will decrease and, conversely,
as the environment becomes less demanding of
attention then focus on internal cues will
increase (Pennebaker, 1982; Pennebaker &
Lightner, 1980). Most individuals have had the
experience that when they have been engrossed
in a sporting or other activity they have been
unaware of a cut or injury until later.

Research generally supports the competition
for cues hypothesis and shows individuals tend
to report more symptoms in unstimulating
environments than in exciting and interesting
ones (Fillingim, Roth & Haley, 1989;
Pennebaker, 1982). You can see a demonstra-
tion of this for yourself in lectures and movies.
People tend to cough more in boring lectures
than ones that engage the interest and fascina-
tion of the audience. Similarly, moviegoers are
more likely to cough in the boring parts of
films. Epidemiological evidence is also sup-
portive of the competition for cues hypothesis.
Individuals who live alone, who are socially
isolated, and who work in the home rather
than in paid employment, tend to report more
symptoms (Pennebaker, 1982).

COGNITIVE SCHEMATA AND SYMPTOMS

Individuals’ beliefs and ideas about illness can
also strongly influence the reporting of physi-
cal symptoms by guiding the way they pay
attention to their body. Cognitive schemata
help us organize and make sense of incoming
information from our body. There is a strong
tendency for individuals to search for informa-
tion that is consistent with existing schemata

Table 5.1 General population surveys of symptoms

Glasgow sample, N = 1,344 UK sample, N = 1,410 
Symptoms (past 2 weeks) (% reporting) (% reporting)

Tiredness, fatigue 23 16
Sleep disturbance 16
Aching bones, joints and muscles 25 29
Headaches 13 38
Skin problems 15 13
Eye trouble 15 14
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and disregard information that does not fit.
Individuals also attach more importance to
symptoms consistent with a current cognitive
schema than other symptoms.

An example of the influence of cognitive
schemata is medical students’ disease. Here
medical students studying a particular illness
suddenly believe that they are suffering from
the very same illness. For instance, a student
studying diabetes may notice that they have
been getting more thirsty recently, making
more frequent trips to the bathroom during
the night, and being more tired than usual. In
this case, learning about a disease has changed
the way the student interprets symptoms and
behaviour so it fits around a diabetes mental
schema. A similar process operates when a
dinner companion suddenly becomes ill or when
someone remarks that you are looking pale
and sick. These events may set off a search for
body sensations that are consistent with being
unwell (Moss-Morris & Petrie, 2001).

A more dramatic application of the role of
cognitive schemata influencing symptom
reporting is mass psychogenic illness (MPI). In
the case of MPI a large number of people
suddenly become unwell, often in response to an
unusual environmental event such as an odour
or seeing an insect. An MPI is characterized by
a rapid increase in cases complaining of non-
specific symptoms such as headache, cough,
abdominal pain and nausea. Symptoms often
seem to spread by line of sight rather than
direct contact and typically resolve very
quickly. For example, an MPI was reported in
over 1,000 naval recruits housed in common
barracks. All developed at least one new symp-
tom and 375 were evacuated to hospital. There
was a belief among recruits that the symptoms
were due to an airborne toxin, but air sample
testing and laboratory findings failed to
support this. Most recruits transported from
the scene improved quickly without specific
therapy (Struewing & Gray, 1990). Other
research has found that MPIs are more common
in work settings where workers are involved in
stressful work environments and have poor
worker–management relationships. Studies
have also found that MPIs also often occur in
physically demanding work environments

with loud noise, crowding, poor light or high
temperatures, which probably create a large
range of ambiguous physical sensations (Colligan,
Pennebaker & Murphy, 1982).

Both medical students’ disease and MPIs
illustrate how cognitive schemata can have a
powerful effect on individuals noticing and
reporting symptoms. Most of the time
schemata may work in a more subtle way and
without conscious awareness, such as when
someone starts yawning at the end of an
evening, which immediately sets off others to
join in. Or, following the start of medical treat-
ment, when individuals often make a cognitive
switch from noticing how ill they feel to notic-
ing symptoms of recovery.

THE INFLUENCE OF PSYCHOLOGICAL
DISTRESS

Psychological distress has a close relationship
to symptom reporting. The scientific literature
uses a number of terms to describe psycholog-
ical distress such as depression, anxiety and
negative affect. Individuals who are high on
measures of psychological distress also tend to
report more physical symptom complaints in
all situations. There is considerable research
now showing psychological distress is closely
related to symptom reporting but not to
organic disease (Costa & McCrae, 1987; Watson
& Pennebaker, 1989). Much of the evidence
suggests that reports of symptoms and distress
are closely interrelated. Some researchers in
this area have gone so far as to question
whether symptom reports are actually a better
measure of emotional distress than health.

Psychological states such as anxiety and
depression can make us more aware of physical
problems. If someone is feeling anxious, then a
new symptom is more likely to be interpreted as
a sign of an illness than if it was thought to be a
normal response to a stressful situation (Moss-
Morris & Petrie, 1999). Distress and bad moods
also influence self-reports of health and symp-
toms. From studies where mood has been
manipulated in laboratory settings, we know that
people in a positive mood rate themselves as
healthier and report fewer symptoms. However,
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people in sad moods report more symptoms, are
more pessimistic that any actions they take would
relieve their symptoms, and perceive themselves
as more vulnerable to future illness (Salovey,
O’Leary, Stretton, Fishkin & Drake, 1991).

Mood is an important influence on the per-
ception of how healthy we see ourselves. This
can be illustrated with respect to the immune
system. Over the past few years the immune
system has gathered increased prominence in
public discourse about health and illness. It is
seen by the public as the key to avoiding many
illnesses including cancer. Many millions of
dollars are spent by individuals on products
that are marketed as improving their immune
system. It is an interesting psychological
problem to consider how individuals come to
believe their immune system needs upgrading
when we do not have direct information on
how our immune system is functioning. In fact
data suggest that individuals are not at all accu-
rate in perceiving the state of their immune
system. In a recent study the perception of
immune function was actually unrelated to
various immune markers but closely related to
mood and, in particular, feelings of fatigue and
vigour. The experience of recent physical symp-
toms, while not having as strong an influence as
mood variables, was also important in the
perception of immune functioning (Petrie,
Booth, Elder & Cameron, 1999). So individuals
who are feeling fatigued and who have had
recent symptoms are likely to see their immune
system as being to blame for their condition.

THE ROLE OF TRAUMA ON
SYMPTOM REPORTING

Independent of objective disease, the reports
of physical symptoms increase after traumatic
experiences. This is seen in studies where large
groups of traumatized individuals are followed
for weeks, months or years after such traumas
as rape (Koss, Koss & Woodruff, 1991), death
of spouse (Pennebaker & O’Heeron, 1984), or
other trauma (Lehman, Wortman & Williams,
1987). Similarly, studies that have focused
on large groups of individuals diagnosed with
various somatoform disorders typically report

trauma rates significantly above those of
individuals without either somatoform dis-
orders or other problems.

What is it about a trauma that appears to
exacerbate symptom reports? One important
feature of traumas that is linked to self-reports
of health and illness (and even health-related
behaviors) is that those traumas that are not
openly discussed with others are more prob-
lematic than those that are talked about. Across
several large-scale surveys, for example, indi-
viduals who report having one or more trau-
mas at any point in their lives about which they
did not talk reported having higher rates of
minor health problems (headaches, upset
stomach, racing heart) and well as serious
diagnoses (high blood pressure, cancer, ulcers)
(see Pennebaker & Susman, 1988). Indeed,
these symptom and illness rates were higher
than for subjects who had experienced the
same types of traumas but who did talk about
the events.

One explanation is that traumas are simply
biologically stressful and, in some way, result in
adverse autonomic and immune function
changes that are accurately detected by the per-
ceivers. This is probably true with many cases.
However, closer inspection of people suffering
from various somatoform disorders indicates
that the majority are simply reporting more
physical symptoms in the absence of height-
ened autonomic activity.

Physical symptoms may also serve as a dis-
traction so that people can avoid thinking
about emotional problems in their lives. Of all
types of information, bodily cues are always
available. By focusing on symptoms and sensa-
tions, individuals may be able to avoid address-
ing the overwhelming thoughts of emotional
upheavals. A related hypothesis assumes that
individuals who actively avoid trying to think
about their traumas consistently work to block
out trauma-relevant thoughts and emotions.

In reality, aspects of the trauma are continu-
ously processed on both a conscious and an
unconscious level. When a dimension of the
trauma pops into the individual’s thoughts, he
or she can suppress the thought fairly quickly. Of
prime importance, the brief appearance of the
thought together with the work of trying to
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suppress it results in an emotional and autonomic
response. From the individual’s perspective,
however, the bodily changes associated with the
emotional response are not immediately inter-
pretable since trauma-relevant thoughts con-
tinue to be suppressed. In other words, the
person experiences an emotion without a per-
ceptible eliciting event. Unable to truly define the
bodily state as an emotion, the person’s only
recourse is to label the emotional changes as
their components: physical symptoms (Petrie,
Booth & Pennebaker, 1998; Wegner, 1994;
Wegner, Shortt, Blake & Page, 1990).

Finally, it is important to appreciate that the
reporting of symptoms is a social act. By telling
others of one’s symptoms, the person is seeking
help in reducing the symptoms, seeking more
information about the causes or consequences
of the symptoms, and, in some cases, searching
for acknowledgement, attention, or other forms
of reward from others. Reporting of symptoms
following a stressful event has previously been
found to bring stressed families closer together
and allow the symptom reporters a way to escape
from other stressful situations such as school or
work (Minuchin et al., 1975).

DELAY IN SEEKING HELP
FOR SYMPTOMS

Many individuals with significant medical
symptoms delay before seeking medical help.
Symptom delay represents the opposite of the
case of the patient who presents to the doctor
constantly for minor symptoms. However, often
the factors that influence patient delay are
different from those that drive high rates of
medical attending. Cognitive factors again seem
to strongly influence patient delay.

For some medical conditions, such as acute
myocardial infarction and breast cancer, delay
can have a major impact on prognosis and sur-
vival. Patients with breast cancer who wait longer
than 3 months before seeing a doctor have a
significantly lower rate of survival than those
who seek medical help earlier (Raaben & Fossaa,
1996; Richards, Smith, Ramirez, Fentiman &
Ruben, 1999). The medical treatment of heart
attacks has improved significantly in recent

years with the advent of thrombolytic drugs
that can limit the size of the infarct and
improve mortality if they are administered in
the first few hours. Many patients who die
suddenly before reaching hospital with
myocardial infarction (MI) do so because of
an episode of ventricular fibrillation, which is
readily treatable by cardioversion (electric
shock). The relationship between delay and
mortality in the MI area is not linear but much
more potential exists to save lives in the first
hour. Unfortunately, there has been little
progress in reducing delay time for MI over the
past 20 years.

Delay between the start of a symptom and
the seeking of medical help is often conceived
of in terms of a series of stages with each stage
governed by its own set of decisional processes
(Andersen & Cacioppo, 1995; Safer, Tharps,
Jackson & Leventhal, 1979). The first stage in
this process – appraisal delay – is when the
individual infers they are ill and need medical
help; the second stage is the time between indi-
viduals determining they are ill and deciding
to seek medical attention; the third stage is act-
ing on this decision and making an appoint-
ment; the fourth stage is between the person
making an appointment and receiving medical
attention, or scheduling delay; and the fifth
stage is treatment delay before the patient first
starts treatment.

For patients presenting with symptoms of a
heart attack, cancer and in many other illnesses,
the majority of the total delay period is
accounted for by the first stage of symptom
appraisal. Some symptoms and symptom
patterns are instantly recognized as threats to
health from existing knowledge and this
prompts earlier help seeking. In myocardial
infarction, research has shown that the match
between what an individual perceives as the
likely symptoms of a heart attack and their own
symptoms has a strong relationship with delay
time. Figure 5.1a shows the differences between
expected and experienced symptoms among MI
patients in a recent study (Perry, Petrie, Ellis,
Horne & Moss-Morris, 2001), and Figure 5.1b
shows the strong association found between the
match between expected and experienced
symptoms and delay time. Unfortunately many
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people have an overly dramatic perception of
the symptoms experienced during a heart attack.
Individuals usually appropriately associate chest
pain and breathlessness with a heart attack, but
often also expect loss of consciousness and
collapse which in fact occur less frequently than
less dramatic symptoms such as an upset
stomach and nausea.

In the case of breast cancer symptoms, exist-
ing knowledge about symptoms also influ-
ences delay. Most women see a breast lump as
a symptom that needs medical attention, and

research has shown that women who find a
lump delay a shorter period of time than those
who find other types of breast symptoms such
as nipple discharge or a change in shape of the
breast (Ramirez et al., 1999). Unfortunately
breast symptoms other than a lump also may
signal breast cancer but are less associated with
the disease by women.

The initial emotional response to the symp-
tom is an important factor for prompting indi-
viduals to seek early medical help. In the case of
breast symptoms, the emotional activation that
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follows symptom discovery seems to act as an
important motivation for women to see their
doctor. Consider the quotes in Table 5.2, which
are taken from a study of 85 South Auckland
women with self-discovered breast symptoms.
These women completed an interview before
medical evaluation and diagnosis. Women who
expressed high levels of emotional concern follow-
ing the discovery of a breast symptom tended to
seek help earlier, whereas women who were more
blasé about the symptom delayed seeing their
doctor (Meechan, Collins & Petrie, 2003).

A great deal more psychological research is
needed on patient delay. Currently, we only have
a sketchy idea about how delay occurs at each
stage – particularly the stage where individuals
decide they are ill – and how people progress
from one stage to another. Emotional factors are
clearly important in both encouraging and
slowing help-seeking behaviour. However, at
present we lack good theoretical models that
integrate emotional and cognitive factors to
explain delay. There is considerable potential
with a better understanding of delay to develop
interventions to reduce the mortality and
morbidity of a number of medical conditions.

HIGH HEALTH SERVICE USERS

While many people delay before seeking help
for important symptoms, another group of
patients constantly seek medical care from
doctors. This group of patients, who generally

do not have significant medical illness, consume
an enormous amount of health resources in
terms of primary care and specialist appoint-
ments, hospital admissions, and laboratory and
other investigations (Smith, Monson & Ray,
1986). Psychological factors are important in
understanding the development and mainte-
nance of constant medical-care-seeking behav-
iour and these factors have recently been
developed into treatment programmes to
reduce the burden of multiple attenders on
health care services.

Research has shown that patients who con-
stantly seek medical care tend to have higher
levels of psychological distress or anxiety
(Banks, Beresford, Morell, Waller & Watkins,
1975). As discussed previously, this factor
tends to influence the way these patients make
sense of their symptoms. In particular, high
health service users tend to be more likely to
misattribute benign symptoms to serious med-
ical disease (Sensky, Macleod & Rigby, 1996).
Higher levels of anxiety tend to make individ-
uals more introspective and watchful for any
unusual symptoms. Sometimes symptoms of
anxiety, such as tachycardia, increased sweat-
ing and dry mouth, can also be misinterpreted
as signs of a physical illness by some patients.

Psychological distress is also related to cata-
strophizing about symptoms. Catastrophizing
is an expectation of a highly exaggerated nega-
tive outcome far beyond what normally may
be anticipated. Individuals who catastrophize
often jump to the worst possible interpretation

Table 5.2 Quotes from women asked ‘How did you feel on discovering your
breast symptom?’, with delay times from symptom discovery to medical appointment

High emotion on symptom discovery
‘I felt sheer panic. I freaked out’ (1 day)
‘I was worried – my hands were shaking’ (1 day)
‘Scared stiff ’ (3 days)
‘Scared – I even cried’ (1 day)
‘I felt bad – panic and worry’ (2 days)
‘I felt a lump – I was about to go to sleep and thought about it all night’ (1 day)
‘I was scared, nervous and sweaty’ (3 days)

Low emotion on symptom discovery
‘I felt fine’ (7 days)
‘I’m not a worrier – sometimes I’m too relaxed’ (90 days)
‘Just a little bit worried’ (14 days)
‘Just “oh” a lump. I was fairly blasé. I didn’t think “Oh my God, I’ve got a lump”’ (7 days)
‘I didn’t think anything of it really’ (7 days)
‘I wasn’t really bothered’ (21 days)
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of any minor symptom – ‘this spot must be
cancer’ – and tend to become more disabled by
symptom experiences (Petrie, Moss-Morris &
Weinman, 1995). Catastrophizing is also seen
in ‘cardiac invalidism’. Here patients who have
suffered a heart attack or other cardiac event
adopt an extremely passive, dependent, and
helpless role in the belief that any form of
vigorous activity will cause another MI. A
hypersensitivity to bodily symptoms means
that any symptom such as breathlessness may
be misconstrued to indicate overexertion or an
impending fatal MI. This pattern often results
in a cycle of inactivity and loss of physical con-
dition, which in turn supports these beliefs, as
when patients do attempt physical activity they
experience symptoms as a result of being unfit.
Many patients who develop highly negative ill-
ness beliefs overuse medical services, mainly
for reassurance about symptoms.

Unfortunately, high health care attenders
often fail to be successfully reassured in
medical consultations. One of the common
expectations of patients attending their general
practitioner is to be given an explanation of
their symptoms (Williams, Weinman, Dale &
Newman, 1995), and for many patients being
told that there is no significant illness causing
their symptoms is not enough to reduce worry
about their symptoms (Channer, James,
Papouchado & Rees, 1987). If the symptoms
persist or recur it is likely that health concern
will again result in further medical visits, as the
patient still lacks a satisfactory cognitive model
or explanation that enables them to interpret
their symptoms as benign. For reassurance to
be effective for these patients, the doctor needs
to get the patient to outline their views and
concerns about their illness. An alternative
model of the illness needs to be presented and
worries need to be addressed in order for
anxiety to be reduced in the long term (Nijher,
Weinman, Bass & Chambers, 2001).

MAKING SENSE OF ILLNESS

Once individuals are diagnosed with an illness
they generally develop organized beliefs or ideas
about their condition. These views are important

as they form the basis for deciding which
strategies and behaviours patients will use to
manage their illness. Leventhal and his co-
workers have developed a self-regulation theory
which, simply stated, involves individuals moni-
toring their efforts and outcomes in managing
their illness based on their understanding of the
experience (Leventhal, Meyer & Nerenz, 1980;
Leventhal, Nerenz & Steele, 1984). This process is
conceptualized as a dynamic one, which changes
in response to shifts in patients’ perceptions of
their illness. These illness perceptions or cognitive
representations directly influence individuals’
emotional response to the illness and their cop-
ing behaviour, such as adherence to treatment.

Over recent years considerable research work
has been directed at understanding the compo-
nents that make up patients’ perceptions of their
illness. Most people already have well developed
perceptions of common illnesses, even though
they may not have been personally diagnosed
with a condition. Illness perceptions can be
developed through previous personal experience
with the illness, from seeing friends or family
who have developed a similar illness or from
information acquired through the media.
Research has shown that individuals’ percep-
tions of illness are made up of five main cogni-
tive components. Together these components
provide a coherent and usually logical internally
consistent personal view of their illness.

The first of these components has been called
identity and comprises the symptoms of the ill-
ness and the illness label. Most people have
developed ideas about the sort of symptoms
that go with common illnesses such as a cold or
food poisoning but may have more vague ideas
when it comes to other illnesses. However, when
diagnosed with a condition people soon
develop beliefs about the symptoms that are
caused by the illness. The important aspect of
the identity component is that the patient’s view
of the symptoms that are caused by the illness
may be quite different from that of the medical
staff treating the condition. Often patients may
misattribute other commonly occurring symp-
toms to their diagnosed illness even if no actual
relationship exists.

Most patients also develop personal ideas
about what caused their illness. This causal
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component is important in some illnesses as it
can influence the types of treatments that
patients seek out for their condition. For exam-
ple, if a heart attack patient believes their illness
was caused by poor health habits such as smok-
ing and eating fatty foods they are more likely
to make changes in these behaviours. On the
other hand, if the patient sees their heart attack
as caused by stress they may make other
changes, such as giving up their job (Weinman,
Petrie, Sharpe & Walker, 2000). In other ill-
nesses, causal beliefs can strongly influence the
emotional response to illness, particularly if the
patient blames him or herself for the illness.
Rates of self-blame are high in illnesses such as
cancer and sexually transmitted disease as well
as other diseases where the aetiology of the
condition is unknown. There is some evidence
to show that when the patient blames another
for their illness this may result in a worse adjust-
ment to the illness, possibly due to unresolved
hostility (Taylor, Lichtman & Wood, 1984).

Personal beliefs about the timeline of the ill-
ness make up a further component of illness
perceptions. Illnesses are generally conceptual-
ized as having an acute, chronic or cyclical
timeline. As most people only experience
short-term acute illnesses during childhood, it
is often difficult to conceive of an illness, such
as diabetes or arthritis, that lasts for the rest of
your life. Perceptions about the timeline of an
illness, when they run counter to the natural
course of the illness, can cause problems with
adherence to treatment. For example, many
patients with hypertension believe that their ill-
ness is cyclical and that their blood pressure is
only high when they are under stress. At other
times, when they erroneously believe their
blood pressure is not elevated, they often see
no need to take medication (Baumann &
Leventhal, 1985).

Patients’ ideas about how an illness is treated
make up the control-cure component of illness
perceptions. These ideas have a close associa-
tion with how well patients engage in treat-
ment and rehabilitation programmes for their
condition. Patients who believe that it is pos-
sible to control their illness seem better
adjusted (Helgeson, 1992), more likely to attend
rehabilitation programmes (Cooper, Lloyd,

Weinman & Jackson, 1999; Petrie, Weinman,
Sharpe & Buckley, 1996) and more likely to
comply with treatment (Griva, Myers &
Newman, 2000) than patients with lower con-
trol-cure beliefs. Other work has looked more
intensively into patients’ specific beliefs about
medication and how this relates to adherence
(Horne, 1997). This research has found that
high beliefs about the necessity of the medica-
tion and low concerns about the negative effects
of the treatment independently predict adher-
ence (Horne & Weinman, 1999).

The fifth illness perception component is
labelled consequences and includes the per-
ceived effect of the illness on the patient’s life.
This component contains general beliefs about
how disabling the illness is likely to be, as well
as the impact of the illness on the patient’s per-
sonal identity, social relationships and
finances. Recent work in heart attack patients
has shown that illness perceptions measured
immediately after admission for a myocardial
infarction are related to later disability.
Patients who believed their illness would have
severe consequences on their life took a longer
time to return to work and were more disabled
in work around the home, recreational activi-
ties and social interaction. Work with patients
who have other illnesses has also found
patients’ beliefs about the personal conse-
quences to be related to important outcomes
(see Petrie, Broadbent & Meechan, 2003, for a
review).

While the relationships between the various
illness perceptions are usually internally consis-
tent, a great deal of variation between patients
exists for what seems to be objectively the same
illness or injury. Individuals generally hold con-
sistent relationships between the various illness
components. Often illnesses seen as having large
consequences for the patient’s life are also those
perceived as having a long timeline and low
levels of control or cure. Acute illnesses are gen-
erally seen as having low levels of consequences
and higher levels of control or cure.

The fascinating aspect of illness perceptions
is the wide variability between patients with
similar illnesses. For some patients the diagnosis
of major illness such as diabetes is a life sentence
and the illness is seen as having a great number
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of symptoms, low levels of control or cure and
major consequences on their daily life. For
others, the illness is viewed far more benignly.
These perceptions have a major impact on the
patient’s adjustment to the illness. Often major
differences can also exist in illness perceptions
between the patient and their spouse. Previous
research with MI patients has found that when
spouses have causal beliefs that the heart attack
was caused by poor health habits they are more
likely to support and institute changes in the
patient’s diet and exercise routine (Weinman
et al., 2000).

Illness perceptions are increasingly being
shown as related to functional outcome in a
number of illnesses. For example, in a study of
the use of preventer medication in patients
with asthma, Horne and Weinman (2002)
found that negative perceptions about the con-
sequences of the illness and negative medica-
tion beliefs were related to lower levels of
adherence to asthma medication. In patients
with chronic obstructive pulmonary disease,
Morgan, Peck, Buchanan and McHardy (1983)
found negative beliefs about treatment and
the consequences of the illness were related to
12-minute walking distance more strongly than
physiological measures. In patients with
chronic fatigue syndrome, illness perceptions
have been found to be related to disability and
fatigue (Moss-Morris, Petrie & Weinman, 1996).
In breast cancer patients undergoing radiation
and chemotherapy, illness perceptions have
been related to the number of treatment side
effects and symptom distress (Buick, 1997).

MEASURING ILLNESS PERCEPTIONS

Patients’ cognitive models of their illness are,
by their nature, private. Patients may not dis-
cuss these beliefs with anyone and are often
particularly reluctant to discuss their beliefs
about their illness in medical consultations
because they fear being seen as stupid or mis-
informed. In fact, patients are very seldom
asked for their own ideas about their illness in
medical consultations. When illness percep-
tions are sought, the patient may be reluctant
to discuss their own perceptions of their illness

as they may fear this could put them directly in
conflict with their doctor.

Early attempts to measure illness perceptions
were conducted by open-ended interviews
designed to encourage patients to elaborate
their own ideas of their illness. Such interviews
have also been successfully used to explore
cross-cultural differences in illness perceptions
(Kirmayer, Young & Robbins, 1994; Kleinman,
Eisenberg & Good, 1978). These semi-structured
interviews ask a series of questions about the
individual’s understanding and beliefs about
their illness. The interview may include such
questions as: ‘What do you believe caused this
illness?’, ‘Why did the illness start when it did?’,
‘What effects will the illness have on you?’,
‘What do you think is the best treatment for the
illness?’, and ‘What impact does the illness have
on your work and family?’

These open-ended questions provide a rich
source of data on both personal and cultural
understandings of illness. However, there are
difficulties with this approach in terms of the
reliability of semi-structured interviews. Often
they produce large variations in the quality
and quantity of responses, depending on the
setting and the relationship the interviewer is
able to establish with the patient. Due to the
drawbacks of this approach, researchers have
recently attempted to develop more systematic
and psychometrically sound methods for
assessing illness perceptions.

The Illness Perception Questionnaire (IPQ)
was the first scale developed to systematically
assess each of the five illness representation
components (Weinman, Petrie, Moss-Morris
& Horne, 1996). This pencil and paper mea-
sure contained items designed to tap each of
these dimensions but provided the flexibility
for users to add items for specific patient
groups or contexts. This scale has now been
used in a variety of studies to assess illness per-
ceptions (e.g., Horne & Weinman, 2002; Petrie
et al., 1996; Scharloo et al., 1998), and it has
recently been revised and expanded to include
additional subscales assessing the cyclical time-
line dimension, illness coherence – or how
much the illness makes sense to the patient –
and the emotional representation of the illness
(Illness Perception Questionnaire–Revised,
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IPQ–R: Moss-Morris et al., 2002). This last
subscale attempts to measure the emotional
reaction of the person to their illness.
Leventhal’s self-regulatory model proposes
that in response to illness and other health
threats, people develop parallel cognitive and
emotional representations which, in turn,
determine problem-based and emotion-
focused coping procedures, respectively
(Leventhal et al., 1997). Examples of items
from the IPQ–R are presented in Table 5.3.

While the IPQ and IPQ–R assess the main
dimensions found to underlie patients’ beliefs
about their illness, in some illnesses they may
not accurately identify specific idiosyncratic
beliefs that play a role in determining recovery.
In the case of MI patients, beliefs about what
has actually happened to their heart and how
damaged it is are likely to influence their sub-
sequent recovery and return to normal activi-
ties. Many MI patients develop erroneous
beliefs that hinder their subsequent recovery,
such as believing their heart is worn out
following their heart attack or that their heart
has been damaged to such a degree that any
exertion may bring on a further MI or even
death (Thompson & Lewin, 2000). It may be
difficult to assess patients’ beliefs about what
has happened to their heart with question-
naires. A recent method to assess patients’
illness perceptions has involved the use of
patient freehand drawings. Here patients are
asked to draw their view of what has happened
to their heart following a heart attack.

Patients vary considerably in their drawings in
terms of the amount of damage they perceive
has occurred to their heart and the location of this
damage (see Figure 5.2). Some patients draw
considerable amounts of damage on their heart
(drawing 6) while others draw only a small
amount of damage (7 and 9) or no damage to
the heart but a blockage in one or more of the
vessels entering the heart (10). Others show both
damage and blockages (3 and 5). Some patients
see the damage following their heart attack as
more central to the heart (1), while others see the
damage as more peripheral (4 and 9).

Recent work has shown that patients’ draw-
ings of their heart are related to future recovery.
While the drawings of damage are to some

degree related to objective medical markers of
damage such as peak troponin-T, they seem to
bring together in a coherent way how patients
think about the effect of their MI. Research
shows that the amount of damage drawn on

Table 5.3 Examples of items from  the
IPQ–R subscales

Timeline acute/chronic
My illness will last a short time (r)
My illness is likely to be permanent rather than

temporary

Timeline cyclical 
The symptoms of my illness change a great deal

from day to day
I go through cycles in which my illness gets better

and worse

Consequences
My illness is a serious condition
My illness has major consequences on my life
My illness does not have much effect on my life (r)

Personal control 
There is a lot which I can do to control my symptoms
The course of my illness depends on me
My actions will have no effect on the outcome of

my illness (r)

Treatment control 
There is very little that can be done to improve

my illness (r)
My treatment can control my illness
There is nothing which can help my condition (r)

Illness coherence 
The symptoms of my condition are puzzling to me (r)
I don’t understand my illness (r)
My illness doesn’t make any sense to me (r)

Emotional representations 
I get depressed when I think about my illness
My illness makes me feel angry
My illness does not worry me (r)

Causal attributions
Psychological attributions:

Stress or worry
My mental attitude, e.g., thinking about life

negatively
Family problems or worries

Risk factors:
Hereditary – it runs in my family
Diet or eating habits
Poor medical care in my past

Accident or chance:
Chance or bad luck
Accident or injury

(r) denotes reversed scored items.

Sutton-05.qxd  10/9/2004  12:59 PM  Page 137



THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY138

the heart is related to speed of return to work
and later perceptions of recovery (Broadbent,
Petrie, Ellis, Ying & Gamble, in press).

CHANGING PATIENTS’ ILLNESS
PERCEPTIONS FOLLOWING MYOCARDIAL
INFARCTION

Patient rehabilitation after a heart attack
remains an area of concern in the cardiology
clinic. While over recent years there has been

considerable progress in reducing mortality
following the onset of symptoms of acute MI
and in the development of medications, the
progress in reducing disability in the rehabili-
tation phase has been disappointing. A signifi-
cant number of patients do not return to work
following their heart attack although they are
physically capable of doing so, and vocational
disability remains one of the important nega-
tive consequences of MI (Shanfield, 1990).

Failure to return to work and normal func-
tioning is often not explained by the severity of
the heart attack. It is estimated that in 40–50 per
cent of cases, failure to return to work cannot be
explained by limitations due to illness (Lewin,
1995). Furthermore, existing cardiac rehabilita-
tion programmes seem to have minimal impact
on patients’decisions to return to work (Wenger &
Froelicher, 1996). The level of disability
following MI in terms of the number of patients
who fail to return to work and resume normal
functioning represents a significant social and
economic cost in terms of lost work hours,
increased medical care use, and lowered life
satisfaction (Cay, 1995). Some patients following
an MI adopt an extremely passive, dependent,
and helpless role in the belief that any form of
overly vigorous activity will bring on another MI
(Riegel, 1993). A hypersensitivity to bodily
symptoms means that normal sensations may be
misconstrued to indicate overexertion, cardiac
damage or an impending fatal MI. This pattern
often results in a cycle of inactivity and loss of
physical condition, which in turn supports these
beliefs and leads to overuse of medical services,
mainly for reassurance about symptoms
(Maeland & Havik, 1989).

Patients’ illness perceptions seem to be
important in determining later disability and
whether patients will return to a normal work-
ing life. Research has shown that MI patients’
perceptions of illness, assessed a few days after
their MI, have important effects on the reha-
bilitation phase following discharge from
hospital. Studies have found patients’ in-hospital
expectations of their future work capacity to
be a strong predictor of eventual return to
work (Maeland & Havik, 1987). Patients who
believed that their MI would have more serious
long-lasting consequences were found to have

Figure 5.2 Patient heart drawings
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greater levels of illness-related disability and
were slower to return to work (Petrie et al.,
1996). Similarly, those patients who had
weaker beliefs in the control or cure of their
heart condition were less likely to attend
cardiac rehabilitation (Cooper et al., 1999; Petrie
et al., 1996). In these studies, illness represen-
tations were not closely related to medical
indicators of MI severity but were more pre-
dictive than medical factors of later disability.

These studies raise the question that if
patients’ illness perceptions can be modified
early in their recovery process, can disability be
reduced and recovery improved? A recent study
attempted to answer this question by comparing
whether a cognitive-behavioural intervention
designed to alter patients’ illness perceptions fol-
lowing a heart attack would improve recovery
better than standard care (Petrie, Cameron, Ellis,
Buick & Weinman, 2002). A psychologist con-
ducted the three-session intervention while the
patient was in hospital. The intervention fol-
lowed an equivalent structure for all patients but
its exact content was personalized according to
the patient’s responses on the IPQ.

The first session consisted of a brief explana-
tion of the physiology of MI and explored
the patient’s beliefs about causes of the MI.
Attention was given to addressing the common
misconception that stress was singularly respon-
sible for the MI, and attempts were made to
broaden the patient’s causal model by including
the importance of other factors such as poor
diet, exercise and smoking. By expanding the
patient’s causal beliefs the session provided more
avenues for intervention and future personal
control of the illness.

The second session built on the causes iden-
tified by the patient and focused on developing
an action plan to minimize future risk of
another heart attack. This was attempted by
focusing on altering risk factors specific to the
patient and increasing beliefs about personal
control of change in these areas. Highly nega-
tive beliefs about the personal consequences
of the illness, particularly beliefs about needing
to significantly reduce activities over the long
term, were challenged and a personalized plan
for recovery was developed. This plan included
an explicit schedule for exercise (usually

regular walking), dietary change and return
to work tailored to the patient. The linking of
the timeline and consequences beliefs was
achieved by explaining that, as patients recov-
ered from the illness, they could expect to
return to their work and normal activities.

The patient’s action plan was reviewed and
symptoms of recovery were discussed in the
final session. Normal symptoms of recovery
were distinguished from symptoms that may
be warning signs of a further heart attack.
Concerns that the patient expressed about
medication were also explored. The need to
take medications consistently and the hazards
of relying on symptoms as guides for medica-
tions were also discussed in this final session.
The normal responses of the spouse and
family towards the patient were also discussed
in an attempt to reduce dependent behaviour
when the patient returns home.

The results of this study showed that inter-
vention induced significant, positive changes
in patients’ illness beliefs during their time in
hospital compared to those assigned to standard
care from a rehabilitation nurse. Intervention
patients returned to work at a significantly faster
rate and had a significantly lower rate of angina
symptoms than control patients (Petrie et al.,
2002). This study suggests that illness perceptions
may be successfully altered by brief cognitive-
based interventions and suggests that this
approach may be useful in other chronic ill-
nesses to improve adjustment and functioning.

It is clear from the material presented in this
chapter that cognitive factors play an important
role in symptom perception and the seeking of
health care. Cognitive factors influence individ-
uals to delay seeking assistance with symptoms
and can also encourage frequent health care
attending. Once individuals are diagnosed with
an illness or injury, they develop cognitive
models to make sense of their symptoms. These
models are important in guiding coping strate-
gies and illness-specific behaviours such as
adherence to treatment. Illness perceptions can
now be assessed by a number of psychometric
instruments and new work has opened up the
possibility of more innovative assessment
approaches, such as the use of patient drawings,
to assess patients’ beliefs about their illness.
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A new area of clinical health psychology is the
development of interventions to change illness
beliefs in order to improve patient adjustment
and outcome. This work and other interven-
tions designed to assess and change cognitive
beliefs about symptoms and illness offer con-
siderable opportunity to improve patients’
adjustment to illness in the future.
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INTRODUCTION

Interest in the role of personality in physical
health and illness has generated a large volume
of speculation, theory, and empirical research.
This work has become increasingly sophisti-
cated, both in the types of questions that are
asked and in the conceptual and methodologi-
cal tools being used in the search for answers.
We begin this chapter with a discussion of gen-
eral issues regarding the relationship between
personality and physical health. We then
review research on a selection of individual
difference constructs that have been of parti-
cular interest to health researchers, including
both emotional dispositions and social-cognitive
attributes. We conclude by highlighting some
trends and issues that emerge from our review.

PERSONALITY AND HEALTH:
CONCEPTUAL FOUNDATIONS

The literature on personality factors in physical
health and illness is both large and heterogeneous.

There are three major sources of variation
in the nature of this work: how personality
is conceptualized, what aspect of physical
health/disease is examined, and how the
personality–health linkage is explained. Each
of these points is discussed below.

Perspectives on Personality

Although something of an oversimplification,
it will be useful to consider two contrasting
views of personality. One focuses on global
dispositions that describe individual differ-
ences in psychological activity that are stable
across time and context. The other emphasizes
more circumscribed personality units related
to social-cognitive processes that mediate situ-
ational influences on behavior.

Dispositional conceptions
of personality

Dispositional approaches have so dominated
the personality field that dispositions have
at times been equated with personality.
Moreover, a particular dispositional construct,

6
Individual Differences, Health and
Illness: The Role of Emotional Traits
and Generalized Expectancies
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the trait, is often discussed as though it were
the only way to conceptualize personality
dispositions. Going one step further, a single
framework – the five-factor (or ‘big five’)
model – has come to dominate thinking about
major personality traits (for discussions of
these issues, see Pervin, 1994). In the five-
factor model (FFM), personality is described
in terms of five broad traits, often labeled
extroversion, agreeableness, conscientiousness,
neuroticism, and openness to experience
(Costa & McCrae, 1992).

Trait concepts are defined by their focus on
statistical regularities in behavior, where ‘behav-
ior’ is construed broadly to refer to cognition,
affect, and overt action. In many trait
approaches, the emphasis is on expression or
style, that is, behavior that describes the ‘how’
of human activity, or a person’s characteristic
response to the environment. This distin-
guishes some trait concepts from motives,
another class of dispositions, which are usually
imbued with the capacity to initiate, guide,
and energize behavior. However, there are
approaches in which traits are assigned these
motivational properties as well. Personality
traits can be contrasted with abilities, the latter
being defined in terms of maximal rather than
typical performance, as judged against some
standard for accuracy or correctness. By com-
parison with expression or style, ability con-
cerns the ‘how much’ or ‘how well’ of behavior,
rather than the ‘how’ of behavior.

The statistical aspect of global personality
traits takes two major forms: cross-situational
consistency and temporal stability. Cross-
situational consistency refers to the tendency
for individuals to differ from one another with
respect to their average behavioral response
across a wide range of contexts and settings.
For example, a highly extroverted individual
will differ from an extreme introvert in display-
ing sociable behavior in a variety of situations,
including formal and informal gatherings, large
groups and small, familiar settings and novel
ones. Temporal stability refers to consistency in
behavior over time. A person’s standing relative
to others on FFM traits such as extroversion
can be expected to persist over a significant
portion of his or her lifetime.

There is a third form of statistical regularity
that characterizes some trait concepts.
Hierarchical organization, which is closely
related to factor analysis, refers to evidence
suggesting that relatively global traits can be
resolved into more narrowly defined attrib-
utes, and may themselves be seen as facets of
still broader dispositions, sometimes referred
to as types. For example, extroversion com-
prises facets such as gregariousness, assertive-
ness, activity, excitement-seeking, positive
emotions, and warmth. Moving ‘up’ hierarchi-
cally, toward broader personality dimensions,
high scores on extroversion have been found to
cluster together with low scores on other FFM
traits, agreeableness and conscientiousness,
forming a more global, ‘undercontrolled’ per-
sonality type.

Social-cognitive process
conceptions of personality

The social-cognitive approach takes as its point
of departure the processes through which per-
sonality interacts with situational factors to
influence behavior. Thus, the focus is on the
distinctiveness of behavior displayed in differ-
ent situations rather than on cross-situational
consistency. Situational influences are seen as
reflecting processes whereby stimuli are dis-
criminated, selected, and interpreted, and cog-
nitive, affective, and behavioral responses are
activated. In one social-cognitive model
(Mischel & Shoda, 1999), personality is seen as
a system of cognitive-affective structures that
mediate situational influences. These include
encodings, expectancies/beliefs, affects, goals/
values, competencies, and plans.

Cognitive-affective structures of interest to
social-cognitive models are sometimes referred
to as ‘middle-level’ units because they describe
personality at a more circumscribed, less
global level of abstraction by comparison with
traits such as those of the FFM, and yet are
broader than situation-specific thoughts or
actions (Cantor & Zirkel, 1990). By compari-
son with global dispositions, these constructs
are generally defined with closer connections
to variation in context (both situational and
lifespan related), more emphasis on process
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and change, greater personal relevance, more
representation of motivational content,
sharper focus on functional aspects of person-
ality, and greater attention to psychological
activity that invests everyday life with meaning
and purpose. Numerous middle-level units
have been proposed, and they have yet
to be systematized within a unifying frame-
work comparable to the FFM of traits.

Many of the wide range of middle-level
units that have been studied are conceptual-
ized in relation to goal constructs. Goals are
usually defined as desired or undesired states
or directions for change. Several middle-level
units are goal constructs that refer to a person’s
immediate motives and pursuits. For example,
life tasks (Cantor & Zirkel, 1990) are defined
with reference to goals that are life-stage
appropriate within a given culture. For college
students in the US, these might involve achiev-
ing independence from one’s parents and
exploring career options. Other middle-level
personality units are defined in relation to the
self. Self constructs have been a part of psy-
chology since its inception (James, 1890).
Many refer to cognitive-affective structures
that contain a person’s mental representations
of him/herself. These include self-knowledge
(the totality of a person’s self-referent beliefs),
self-motives (motivational forces that guide
processing of self-referent knowledge), and
self-evaluation (global self-esteem and com-
parative ‘selves’ such as the ‘ideal self ’ involved
in self-appraisal) (Baumeister, 1998). Other
social-cognitive personality units are not
defined as either goal or self constructs per se,
but are viewed as important determinants of
goal-directed activity and as factors that reflect
or interact with self-referent structures and
processes.

Social-cognitive theory emphasizes a form of
statistical structure that differs markedly from
the temporal and cross-situational patterns
associated with the dispositional approach. The
latter assumes that individuals manifest their
personalities by responding in a similar manner
in diverse settings and contexts. By contrast,
social-cognitive models posit that individuals
display consistent patterns of behavioral vari-
ability across situations. Specifically, Mischel

and Shoda (1999) discussed what they referred
to as ‘if … then … ’ profiles in data gathered at
a summer camp, such that a child might con-
sistently show high, intermediate, or low levels
of aggressiveness depending upon whether
another child or an adult was present, and
depending upon the child’s or adult’s behavior.
These patterns were stable over time and across
instances of the same psychological situation
(e.g., teasing child, punishing adult). Moreover,
the ‘if … then … ’ profiles differentiated among
children characterized by the same overall level
of aggressiveness. Thus, in a traditional disposi-
tional framework focusing on behavior as aver-
aged across situations, the ‘if … then …’ profiles
would be ignored as a form of measurement
error.

Points of Contact between Personality
and Physical Health

Personality may come in contact with physical
health in a number of different ways. Of pri-
mary interest is the possible role of personality
in the development of disease in initially
healthy individuals. This idea has been repre-
sented in Western medicine throughout its
history (McMahon, 1976) and, within psychol-
ogy, the notion of disease-prone personality
characteristics has origins in early psychoana-
lytic thought (Alexander, 1950). At first,
empirical work generated many suggestive
associations, but was limited by flawed
approaches to measurement and research
design.

The cornerstone of evidence to support the
role of personality in the initiation and pro-
gression of physical disease is a body of work
initiated by two cardiologists, Myer Friedman
and Ray Rosenman (1959). These investiga-
tors developed the concept of coronary-prone
behavior, that is, the hypothesis that type
A individuals – characterized by excessive
achievement striving, competitiveness, time
urgency, and hostility – show enhanced risk
of coronary heart disease (CHD). Friedman
and Rosenman also created tools for measur-
ing type A behavior and conducted research
demonstrating that the behavior pattern
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bears an independent, prospective association
with clinical CHD. Although there are unre-
solved questions about the type A construct,
meta-analysis upholds the risk factor status of
type A behavior when measured by struc-
tured interview (Miller, Turner, Tindale,
Posavac & Dugoni, 1991). Moreover, one
component of type A, trait hostility, has been
identified as the ‘toxic’ element of the behav-
ior pattern (Miller, Smith, Turner, Guijarro &
Hallet, 1996). This work continues to make
the most convincing case for a causal role of
personality in the development of physical
disease.

Documenting a causal role for personality in
the initial development of disease is a difficult
and costly endeavor (Contrada, Leventhal &
O’Leary, 1990). Moreover, it is only one of
several important ways that the study of person-
ality may contribute theoretical and practical
knowledge about problems of physical health.
Once a disease has begun to develop, personal-
ity may influence its course and outcome
through a variety of processes. Therefore,
barring breakthroughs in progress toward more
effective biomedical tools for detecting and
curing or controlling major chronic disorders
such as coronary disease and the cancers, per-
sonality will continue to attract attention as a
factor in the progression of physical disorders,
management of disease, and adaptation to
health crises and conditions.

Finally, although it is understandable that
researchers have focused on personality as a
factor influencing health outcomes, the reverse
causal direction has also attracted interest.
Physical disease and its treatment may have a
profound psychological impact, possibly
including effects on personality. The meaning of
illness and its actual and perceived effects on
self-concept and social functioning have long
been of interest to medical anthropologists and
sociologists (Charmaz, 1999). Within psycho-
logy, acquiring chronic medical conditions and
confronting acute health crises have been con-
ceptualized as significant influences on lifespan
development and adaptation in the middle-
adult years and beyond (Heckhausen & Schulz,
1995). In addition, there are specific medical
disorders whose effects on the brain produce

marked alterations in emotionality and other
personality-related areas of functioning.

Causal Mechanisms

An area of research on personality and health
that has seen considerable progress over the
past few decades is that concerned with
explanatory mechanisms. These fall into two
general categories. One involves pathophysio-
logical processes whereby personality may influ-
ence biological activity that initiates physical
disease or influences its progression, course,
and/or outcome. These processes are closely
related to psychological stress and emotion.
The second involves mechanisms that link
personality to health/disease through overt
behaviors. Among these are health behaviors –
actions and inactions that increase risk for the
development of disease, such as cigarette
smoking, unsafe sex, diet, and exercise – and
illness behaviors – reactions to symptoms and
signs of illness, medical diagnosis, and treat-
ment that influence the detection and control
of disease, such as delay in care-seeking and
nonadherence to medication regimens.

Pathophysiological
mechanisms

Discovery of prospective associations linking
type A behaviors to CHD stimulated efforts
to identify underlying causal mechanisms.
Much of this work focused on neuroen-
docrine and cardiovascular processes. The
sympathetic–adrenomedullary system (SAM)
and the pituitary–adrenocortical axis (PAC),
both of which are activated by psychological
stressors, have a number of physiologic and
metabolic effects thought to be deleterious
to cardiovascular functioning (Manuck,
Marsland, Kaplan & Williams, 1995). Chief
among these are cardiovascular changes asso-
ciated with SAM activity, such as elevations in
blood pressure and heart rate. These and
other biological responses to stressors that
may explain associations between psycholog-
ical factors and physical disease are often
referred to as physiologic reactivity (Krantz &
Manuck, 1984).
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Although SAM activation and its cardio-
vascular concomitants have been emphasized
in the study of personality influences on car-
diovascular disease, PAC activity also has been
implicated in the development of cardiovascu-
lar disease and other physical disorders
(Manuck et al., 1995). In addition, stress pro-
duces alterations in immunity, some of which
involve the influence of SAM and/or PAC
activity. Immunologic processes are implicated
in the development and progression of various
infectious disorders, from the common cold to
HIV/AIDS, and may play a role in the etiology
of cancers (Cohen & Herbert, 1996). They are
also involved in autoimmune diseases in which
components of a person’s immune system
attack his or her own body. Thus, there have
been significant advances in the identification
of neuroendocrine, cardiovascular, and
immunological factors that are plausibly
involved in stress-related processes linking
personality to physical disease.

Overt behavioral mechanisms

A number of theoretical models have been
developed to explain health behaviors and
illness behaviors. These models generally
incorporate two important sets of factors:
(1) recognition of a possible health threat, and
(2) identification and execution of action to
reduce or eliminate threat (Weinstein, 1993).
Recognition of health threats and acquisition
and performance of health-protecting actions
therefore represent pathways whereby person-
ality may influence the initiation, course, and
outcome of physical disorders. Threat recogni-
tion requires knowledge about the health con-
sequences of behaviors such as cigarette
smoking, unsafe sexual practices, diet, and
exercise. This knowledge is acquired in a num-
ber of ways, reflecting external inputs such as a
person’s social network and the media, and
internal ones including affective responses,
perceptual cues, and neurobiological changes
associated with the behavior in question. In
individuals experiencing physical symptoms,
acute illness, or chronic disease, threat arises
from the meanings that are attached to these
conditions, which similarly derive from both

external (e.g., interactions with friends and
family, doctor–patient communication) and
internal (e.g., somatic sensations, medication
side-effects) sources. As with pathophysiologi-
cal mechanisms, these psychological and
behavioral processes provide a means of
accounting for associations linking a number
of personality factors to physical health
outcomes.

Psychological stress and
self-regulation

The distinction between pathophysiological
and health/illness behavior mechanisms is
based on the final link in the sequence of
events through which personality influences
physical health, that is, whether there is a direct
mind–body connection or an indirect one
involving observable behavior. Although this
distinction is useful, there is considerable over-
lap and interaction between the two sets of
disease-promoting processes. For example,
cognitive processes such as those that underlie
psychological threat are a factor both in the
initiation of stress-related biological changes
and in the performance of specific health-
related actions. Emotional processes also cut
across biological and behavioral domains. As a
consequence, a given personality factor may
influence physical health outcomes through
both biological and behavioral pathways. It
therefore would be useful to place connections
between personality and disease-promoting
mechanisms within a larger, more integrative
theoretical framework.

One candidate for such a framework is
Lazarus’s theory of psychological stress and
coping (Lazarus & Folkman, 1984), the key
conceptual elements of which are appraisal
and coping. Appraisal is a cognitive-evaluative
process involved in the perception of threat-
ened or actual harm or loss. Primary appraisal
focuses on the nature and magnitude of harm
or loss, and secondary appraisal focuses on
available coping options. Coping is cognitive
or behavioral activity directed either at modi-
fying the situation that gave rise to threat
appraisal, referred to as problem-focused
coping, or at managing its subjective effects,
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referred to as emotion-focused coping. The
appraisal and coping constructs lend them-
selves most directly to conceptualizing the
relationship between personality and biologi-
cal pathways to physical disease. For example,
personality may influence exposure to poten-
tially stressful events or conditions, the
appraisal of potential stressors, and/or the
enactment and effectiveness of coping
responses (Contrada & Guyll, 2001). Through
these pathways, personality may activate
health-damaging neuroendocrine, autonomic,
cardiovascular, and immune processes dis-
cussed earlier. The stress-coping framework
also extends to health/illness behavior mecha-
nisms. In healthy individuals, disease-promoting
behaviors such as nicotine and alcohol use may
represent a form of emotion-focused coping.
Psychological stress may also influence health-
related behaviors such as sleep and diet. And,
because symptoms and signs of disease and
functional consequences of illness may be
viewed as psychological stressors, illness
behaviors such as care-seeking and medical
compliance may be conceptualized as coping
responses generated by the appraisal of health
threats.

Another broad framework relevant to the
personality–health connection is self-regulation
theory (Contrada & Coups, 2003). Although
‘self-regulation’ has a variety of meanings and
refers to a number of different, specific models,
these share several common elements. One is
the use of concepts drawn from cybernetics, the
science of communication and control
processes in biological and artificial systems
(Wiener, 1948). A key example is the feedback
loop, in which system input is compared to an
internal reference, generating corrective action
depending upon the degree of discrepancy.
Another is the use of goal constructs, defined as
mental representations of desired or undesired
states or directions for change, as the chief type
of internal reference (Carver & Scheier, 1999).
A third feature of many self-regulation models
is a multilevel perspective focusing on interac-
tions between phenomena that are otherwise
of interest to different scientific disciplines,
as where biological processes are altered or
controlled psychologically.

The stress-coping and self-regulation
perspectives are not mutually exclusive. Each
can be used to refer to the same process, as
where cognitive appraisal is conceptualized as
the perception of a discrepancy between actual
and desired (goal) states, and coping is seen as
corrective action aimed at reducing or elimi-
nating such a discrepancy. However, self-
regulation theory may have wider applicability
than stress-coping theory, as it is not restricted
to situations that tax or exceed adaptive resources.
In addition, its focus on goal constructs pro-
vides an explicit linkage to goal-related person-
ality factors, and its multilevel perspective
provides a framework for conceptualizing
personality’s influence on biological processes
that affect physical health.

EMOTIONAL PERSONALITY
TRAITS AND HEALTH

Emotional characteristics have figured promi-
nently in speculative writings and systematic
research on personality and health. Both have
emphasized the possibility that personality is
linked directly to the etiology and progression
of disease, usually via pathophysiologic corre-
lates related to psychological stress and emo-
tion. Such a view characterizes the early
formulations of Hippocrates who, in the
fourth century BC, discussed temperaments, or
emotional dispositions, that in his view were
linked to physical health through their associa-
tions with body fluids (‘humors’). In the time
since, the notion that emotional attributes
contribute to physical disease appeared in
pre-scientific descriptions of cancer-prone per-
sonality patterns that featured sadness and
depression, and in early psychosomatic formu-
lations such as that implicating anger suppres-
sion in essential hypertension.

Below we discuss two sets of emotion-
related personality factors. The first, negative
affectivity, involves individual differences in
the tendency to experience negative emotions
such as anger, sadness, and anxiety. The
second, emotional expression, focuses on overt
manifestations of negative emotions, rather
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than on subjective experience. In both cases,
we emphasize theory and research implicating
these personality factors as risk factors for
physical disorders or disease outcomes that
presumably operate through pathophysiologi-
cal mechanisms. Reviews of research linking
these dispositions to health behaviors and ill-
ness behaviors may be found elsewhere (e.g.,
Contrada & Guyll, 2001; Smith & Gallo, 2001).

Negative Affectivity

The term ‘negative affectivity’ is often treated
as a synonym for neuroticism, one of the FFM
traits. It refers to a tendency toward emotional
instability and the experience of negative affec-
tive states, with facets that include anxiety,
angry hostility, and depression (Costa &
McCrae, 1992). Although not without its
critics, there is considerable agreement regard-
ing the validity of the FFM as a descriptive
taxonomy of the broad dimensions of person-
ality, and the existence and utility of the trait
neuroticism construct in particular. However,
research on individual differences and physical
health has only recently come to be influenced
by the FFM. In earlier work, emotional char-
acteristics that overlap with negative affec-
tivity, often corresponding to just one of its
facets, have been studied in relation to health
outcomes.

We begin by discussing health research that
involves anger-related personality attributes,
much of which is organized around the construct
of trait hostility. We then review research linking
depressive symptoms to health outcomes,
followed by a consideration of work involving
trait anxiety. After discussing these specific facets
of negative emotionality, we review research
more explicitly guided by the broader concept of
negative affectivity/neuroticism.

Trait hostility

A linkage between anger-related personality
attributes and physical disease may be found in
Hippocrates’ notions regarding the choleric
(fiery, excitable) temperament. The scientific
investigation of hostility in relation to physi-
cal health received impetus from research

implicating it as the chief health-damaging
component of the broader type A behavior
pattern (Contrada et al., 1990). In this work,
the term ‘hostility’ has come to have two dif-
ferent but related meanings. In one, it refers to
a broad personality attribute involving nega-
tive attitudes, easily aroused anger, and aggres-
sive behavior, while in the other, it refers more
specifically to cognitive aspects of the broader
construct (Smith, 1992). Major tools for
assessing hostility differ in their emphasis on
different facets of these definitions. Structured
interview ratings of ‘potential for hostility’ are
based largely on overt, anger-related responses
displayed during a structured interview,
including antagonism directed at the inter-
viewer. By contrast, scores on the MMPI-
derived, Cook and Medley (1954) hostility
scale reflect attitudinal and anger-experience
aspects of the broader construct. Although
trait hostility overlaps with the angry hostility
facet of FFM neuroticism, it is also (inversely)
associated with FFM trait agreeableness (e.g.,
Barefoot, Dodge, Peterson, Dahlstrom &
Williams, 1989), whose other facets include
trust, altruism, tendermindedness, and com-
pliance (Costa & McCrae, 1992).

A meta-analysis conducted by Miller et al.
(1996) indicated that trait hostility is associ-
ated with increased risk of coronary heart
disease. The evidence was strongest for assess-
ments based on structured interviews. Research
examining explanations for these associations
has emphasized psychophysiological processes
whereby trait hostility provokes heightened
neuroendocrine, autonomic, and cardiovascu-
lar responses to psychosocial stressors and
challenges (Suls & Wan, 1993). This approach
is buttressed by findings from a research pro-
gram utilizing an animal model that more
directly implicate behavioral and physiologic
responses to psychosocial stressors in the
development of coronary atherosclerosis
(Manuck et al., 1995). However, there is also
evidence to suggest that trait hostility may
increase risk for coronary disease and other
physical disorders, in part, through its associa-
tion with health/illness behaviors (for reviews
see Contrada, Cather & O’Leary, 1999;
Contrada & Guyll, 2001).
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Depressive symptoms and
major depression

Depressive symptoms include sadness, negative
cognitions, anhedonia, and vegetative somatic
complaints. Most people experience these states
to some degree at one time or another, generat-
ing a dimension of individual differences in
severity of depressive symptoms. Depressive
symptoms are commonly measured using
self-report instruments, such as the Beck
Depression Inventory (BDI: Beck, Ward,
Mendelson, Mock & Erbaugh, 1961), in which
respondents are asked to select statements to
describe how they have been feeling. Depressive
symptomatology may be distinguished from
clinical syndromes, such as major depressive
disorder and dysthymia, which are diagnosed
when symptoms of depression are sufficiently
severe and/or prolonged, usually on the basis of
a standardized interview (American Psychiatric
Association, 1994). Like trait hostility, measures
of depressive symptoms appear related to a
broad negative affectivity/neuroticism dimen-
sion (Watson & Clark, 1992).

Depression has long been implicated as a
factor contributing to physical disease. Like
anger, sadness is a defining feature of one of
Hippocrates’ temperaments (melancholic).
Further speculation regarding the negative
health consequences of depression may be
found in the writings of Galen, who, in the
second century AD, linked melancholia to the
development of breast cancer (Bahnson,
1980). Later, depression came to form part of a
pattern of personality traits and coping styles,
labeled ‘type C’, thought to constitute a cancer-
prone personality (Contrada et al., 1990).

Reviews of the relevant empirical litera-
ture provide evidence of a high rate of co-
occurrence between depression and a number
of medical disorders (e.g., Stevens, Merikangas
& Merikangas, 1995). However, the bases for
these associations are unclear and currently the
topic of considerable attention. While research
findings that document biological correlates of
depression are consistent with hypotheses in
which depression is involved in the etiology of
physical disorders (e.g., Thase & Howland,
1995), there is also reason to suspect that

depression is frequently a consequence of
illness, and that both depression and physical
disease may reflect a common underlying
cause. As a result, and in view of methodolog-
ical limitations of the available empirical inves-
tigations (e.g., Fox, 1998), notions regarding
the cancer-promoting effects of depressive
symptoms and clinical depression must be
regarded with caution (Cohen & Herbert,
1996). However, at the same time that confi-
dence has waned regarding the possible causal
role of depression in the development of
cancer, there has been a sharp increase in
attention to the possibility that depression
plays an important role in the development
and progression of cardiovascular disorders,
particularly coronary heart disease (Barefoot &
Schroll, 1996; Frasure-Smith, Lesperance &
Talajic, 1995).

Trait anxiety

Trait anxiety may be defined as a relatively
stable tendency to experience tension, appre-
hension, and worry. One commonly used
measure of trait anxiety is the Spielberger Trait
Anxiety Scale (Spielberger, Gorsuch & Lushene,
1970), which comprises statements describing
affective, somatic, and behavioral manifesta-
tions of anxiety. As with depression, anxiety
may be viewed as falling on a continuum rang-
ing from low levels to the presence of a clinical
syndrome such as panic disorder or phobia
(American Psychiatric Association, 1994). Like
trait hostility and depressive symptoms, trait
anxiety is a facet of the broader dimension of
negative affectivity/neuroticism (Watson &
Clark, 1992).

Along with anger and depression, anxiety
has appeared in descriptions of disease-prone
personality patterns written in both the pre-
scientific and scientific eras (Bahnson, 1980).
Empirical research examining health conse-
quences of trait anxiety and anxiety disorders
includes studies of cardiovascular conditions
such as essential hypertension (Jonas, Franks &
Ingram, 1997), coronary heart disease
(Kubzansky et al., 1997), and sudden cardiac
death (Kawachi, Sparrow, Vokonas & Weiss,
1995). Anxiety has also been linked to disease
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outcomes in cancer patients. However, rather
than involving personality assessments
obtained prior to diagnosis, this work has
more often involved measures reflecting
emotional reactions to cancer (e.g., ‘anxious
preoccupation’) (Andrykowski, Brady &
Henslee-Downey, 1994). In addition to cardio-
vascular disorders and cancer, trait anxiety has
been examined as a factor contributing to
other physical conditions, including asthma,
ulcer, arthritis, and headache (Friedman &
Booth-Kewley, 1987).

Negative affectivity/neuroticism
and the FFM

Neuroticism, along with the other FFM traits,
appeared in a number of theoretical and
empirical accounts of major personality
dimensions during the course of the twentieth
century, though often under different labels,
such as emotionality, emotional instability, and
(low) ego strength or (low) adjustment (John,
1990). In Hans Eysenck’s (1967) influential
model, neuroticism was one of three broad
dimensions of personality structure, the others
being extraversion and psychoticism. Eysenck
(1967) viewed neuroticism as a biologically
based dimension of temperament, explicitly
building upon the writings of Hippocrates and
Galen. In this model, neuroticism was associ-
ated with structures of the limbic system and
activity of the autonomic nervous system
(Eysenck & Eysenck, 1985). The neurobiologi-
cal basis of neuroticism continues to be a sub-
ject of investigation (Clark & Watson, 1999).

It is interesting to note that considerable
interest in negative affectivity/neuroticism has
been stimulated by the suggestion that it is
responsible for spurious associations between
psychological factors and illness measures.
Watson and Pennebaker (1989) discussed how
the tendency of neurotic individuals to experi-
ence and report negative emotions may be
related to attentional and/or interpretive
tendencies that inflate complaints of physical
symptoms. This can lead to confounding
in research on the health consequences of
personality factors that relies on disease mea-
sures based either directly (questionnaire) or

indirectly (physician’s assessments) on the
subjects’ self-report of physical problems
(Costa et al., 1985).

Nonetheless, accumulating evidence indi-
cates that neuroticism also may bear a rela-
tionship with actual physical disease (Smith &
Gallo, 2001). This includes findings reviewed
above in which linkages to objective indicators
of physical disorders have been obtained for
individual facets of neuroticism reflected in
measures of hostility (Miller et al., 1996),
anxiety (Jonas et al., 1997), and depressive
symptoms (Barefoot & Schroll, 1996; Frasure-
Smith et al., 1995). There are also relevant
findings based on measures likely to have
reflected two or more facets of the broader
construct of negative affectivity/neuroticism.
For example, Martin et al. (1995) reported an
association between psychological maladjust-
ment and all-cause mortality over a 4-year
period. More recently, Murberg, Bru and
Aarsland (2001) reported that trait neuroti-
cism was associated with enhanced mortality
over a 2-year period in a sample of congestive
heart failure patients. Caution is in order
regarding the interpretation of these and other
findings pointing to negative affectivity/
neuroticism as a risk factor for physical disease.
There are well-conducted studies that have
reported no such association, and results
obtained for different facets of neuroticism, or
for clinical diagnoses as opposed to normal
personal variations, are not necessarily compa-
rable (Smith & Gallo, 2001).

Emotional Expression

As with negative emotional experiences, the
notion that emotional expression may be
related to physical health has appeared in
both speculative writings and systematic
research. One of the temperaments described by
Hippocrates (phlegmatic) was characterized in
part by a lack of expressiveness, and early psy-
chosomatic formulations of somatic disorders
emphasized the role of defense mechanisms
whose hypothesized effects in some cases
extended to the modulation of outward emo-
tionality. These and more recent suggestions
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regarding the role of emotional expression in
physical health share a few commonalities, but
also differ in a number of ways. Shared
features include a focus on negative emotions
and the hypothesis that low levels of expression
are health-damaging. Differences include varia-
tions in the specific negative emotion of interest
(e.g., anger versus anxiety) and in the putative
basis for low expressiveness (e.g., unconscious
repression, conscious suppression, helpless-
ness). In addition to these conceptual distinc-
tions, investigators ostensibly interested in the
same construct frequently have taken signifi-
cantly different measurement approaches. Thus,
research on emotional expression has been
somewhat lacking in coherence.

Emotional expression
and ‘type C’

Earlier we alluded to a ‘type C’, cancer-prone
personality characterized in part by sadness/
depression and emotional inexpressiveness. In
some accounts, low emotionality in cancer
patients has been construed as reflecting stoic
acceptance or helplessness, and contrasted with
the presence of a level of anger considered
appropriate and adaptive in patients with such
a diagnosis (i.e., ‘fighting spirit’) (Greer, Morris &
Pettingale, 1979). Expressive styles of cancer
patients with poor prognoses have also been
described as involving low levels of other emo-
tional attributes, such as low neuroticism
(Morris, Greer, Pettingale & Watson, 1981), and
as containing positive affective features
(Derogatis, Abeloff & Melisaratos, 1979).
However, it is unclear whether type C repre-
sents a unitary phenomenon, and its effects on
cancer initiation or progression are unclear
(Contrada et al., 1990; Fox, 1998).

Anger expression and
cardiovascular disease

The picture that has emerged regarding emo-
tional expressiveness and cardiovascular disease
is perhaps somewhat more consistent. Meta-
analyses have converged in providing evidence
for an association between low levels of anger
expression and increased risk of developing

elevated blood pressure, a risk factor for
coronary heart disease, cerebrovascular disease,
and kidney problems (Jorgensen, Johnson,
Kolodziej & Schreer, 1996; Suls, Wan & Costa,
1995). However, the magnitude and patterning
of this relationship do not support any simple
notion of a hypertension-prone personality pat-
tern. Moreover, it is difficult to integrate it with
findings noted earlier in which the outward
manifestation of anger and hostility was among
the most consistent personality predictors of
coronary disease (Miller et al., 1996). This
inconsistency might be reconciled in terms of
differences in the cardiovascular endpoint (high
resting blood pressure versus clinical coronary
heart disease). Alternatively, it may be that, with
regard to anger, both expressiveness and inex-
pressiveness can be damaging to cardiovascular
health.

Repressive coping

A fairly sizeable literature has developed
around ‘repressive coping’, a construct concep-
tualized in terms of a threat-avoidant orienta-
tion that relates to emotional expression.
Repressive coping is associated with a measure-
ment strategy that addresses the problem of
distinguishing low levels of negative emotional
expression from the simple absence of negative
emotion. This involves the use of separate
instruments to assess individual differences in
negative emotionality and threat orientation.
Weinberger, Schwartz and Davidson (1979)
assessed repressive coping as a combination of
low scores on a measure of trait anxiety, the
Taylor (1953) Manifest Anxiety Scale (MAS),
and high scores on defensiveness, as measured
by the Marlowe–Crowne Social Desirability
Scale (MCSDS: Crowne & Marlowe, 1964).
The other score combinations were taken to
reflect truly low-anxious (low MAS, low
MCSDS), high-anxious (high MAS, low
MCSDS), and defensively high-anxious indi-
viduals (high MAS, high MCSDS).

Using this or a related measurement
approach, numerous studies have examined
emotional response patterning in repressive
copers (Krohne, 1996; Weinberger, 1990). This
has generated evidence of an association

Sutton-06.qxd  10/9/2004  12:59 PM  Page 152



INDIVIDUAL DIFFERENCES, HEALTH AND ILLNESS 153

between repressive coping and a pattern of
verbal-autonomic dissociation in emotional
responding, in which cardiovascular or electro-
dermal responses to laboratory stressors are
high relative to self-reports of negative affect
(e.g., Newton & Contrada, 1992; Weinberger
et al., 1979). This implicates lack of emotional
expression as a possible determinant of disease-
promoting physiological activity. However,
evidence of verbal-autonomic dissociation in
repressive copers is not entirely consistent, pos-
sibly reflecting variations in measurement and
statistical analysis. Other research guided by the
repressive coping construct has identified indi-
viduals with compromised immunological
functioning (e.g., Esterling, Antoni, Kumar &
Schneiderman, 1993). Moreover, repressive
coping has been linked to cancer progression
(Jensen, 1987), and an intervention designed to
improve prognosis following a myocardial
infarction may have had the unintended conse-
quence of reducing survival rates among repres-
sive copers (Frasure-Smith et al., 2002), possibly
because it was incompatible with a threat-
avoidant orientation.

Written emotional expression

A psychological intervention that appears to
improve physical wellbeing has generated a
body of literature that has implications for
research on the health effects of individual dif-
ferences in emotional expression. It involves
the written expression of emotions associated
with traumatic experiences. In the original
study, Pennebaker and Beall (1986) instructed
healthy undergraduates to write either about
personally traumatic events, or about neutral
topics, on each of four consecutive days. Those
in the former condition were encouraged to
write about experiences they had not previ-
ously discussed. Subjects in the trauma disclo-
sure group showed higher blood pressure
levels and reported greater distress, but also
made significantly fewer visits to the student
health center over the next 6 months. A large
number of subsequent studies have sought to
replicate this phenomenon. A meta-analysis
reported by Smyth (1998) indicated that
the health-promoting effects of this written

emotional expression exercise are statistically
reliable.

This writing technique has been used to
generate measures of individual differences
in emotional expression. For example,
Pennebaker, Barger and Tiebout (1989) had 33
Holocaust survivors describe their concentra-
tion camp experiences. Over the ensuing
14 months, participants whose narratives were
rated by judges as disclosing more traumatic
events exhibited fewer health problems.
Subsequent studies have examined written
accounts of trauma for specific linguistic
elements thought to reflect processes that
account for the health-promoting effects of
written emotional expression. Pennebaker and
Francis (1996) found that participants whose
narratives showed increased use of words
hypothesized to reflect insightful thinking, or
indicating positive affect, experienced reduc-
tions in health center visits. In other studies,
individual difference measures derived from
the written emotional expressiveness task have
been linked to immunity (e.g., Esterling,
Antoni, Kumar & Schneiderman, 1990).

SOCIAL-COGNITIVE PERSONALITY
TRAITS AND HEALTH

Social-cognitive approaches to personality
represent a distinct alternative to the more
established trait theories that have domi-
nated the field to date. Of the many person-
ality units that are compatible with the
social-cognitive framework, we will focus on
three that are of particular relevance to the
study of physical health: locus of control,
self-efficacy, and optimism/pessimism. Each
of these designations actually refers to a
family of constructs that differ in a number
of respects. We will focus on the most general,
or dispositional, versions of each construct,
since situation-specific variants are discussed
elsewhere in this volume. Our review empha-
sizes research involving health/illness behav-
iors, which is reflective of a corresponding
emphasis in the literature involving these
attributes.
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Control-Related Beliefs

A situation is said to be controllable if the prob-
ability of a desirable outcome is greater given
the performance of some behavioral response
than it is if the response is not executed. In
research on control and human adaptation, the
focus is most often on perceived rather than
actual control (Abramson, Garber & Seligman,
1980; Glass & Singer, 1972). In the personality
field, individual differences in control-related
attributes have been conceptualized in terms of
broad traits, such as dominance and autonomy,
and in terms of motives, such as need for power.
In the area of personality and health, the type A
behavior pattern has been construed as a coping
style activated by stressors that threaten the
person’s sense of control (Contrada et al., 1990).
Whereas these constructs involve styles, prefer-
ences, and motives, social-cognitive theory has
formed a basis for conceptualizing control-
related personality factors in terms of self-referent
beliefs or expectancies.

Locus of control

Locus of control (Rotter, 1966) refers to gener-
alized expectancies about the determinants of
the outcomes one experiences. Based on learn-
ing history, individuals come to expect that
future outcomes will be determined by inter-
nal factors, such as their own actions or char-
acteristics, or by external factors, such as
chance or luck. As a generalized belief, locus of
control is thought to have the greatest influ-
ence on behavior in situations for which the
individual does not have specific expectancies,
for example, those that are novel and/or com-
plex. In Rotter’s (1954) social learning theory,
behavior is a function of both expectancies
and reinforcement value, or the subjective
importance of the outcome in question. Thus,
the effect of locus of control on behavior may
be moderated by reinforcement value, such
that it is diminished or nonexistent when rein-
forcement value is low. Its potential relation-
ship to instrumental behavior forms a basis for
linkages between locus of control and health/
illness-behavior pathways that may influence
the development and course of physical

disease. In addition, control-related expectancies
may interact with cognitive appraisal and cop-
ing processes that activate stress-related mech-
anisms affecting physical health (Folkman,
Chesney, Pollack & Coates, 1993).

Rotter’s (1966) Internal–External (I–E)
Scale measures locus of control by presenting
forced choices between internal and external
attributions regarding a range of life situa-
tions. Locus of control was initially conceptu-
alized as a unidimensional construct, with
higher scores on the I–E Scale reflecting exter-
nal control beliefs and lower scores reflecting
internal control beliefs. However, research
revealed that internality and externality repre-
sent different aspects of control, rather than
opposite ends of a continuum. In addition,
external expectancies have been shown to
involve two distinct factors, powerful others
and chance/luck. The I–E Scale was therefore
revised to include separate scales for measur-
ing internality, powerful others externality, and
chance externality (Levenson, 1973, 1974).

Research is largely consistent in finding that
internality is associated with better health out-
comes than externality. For example, external
locus of control was found in one study to
predict increased mortality in men (though
not women) over a 17-year follow-up period
(Dalgard & Haheim, 1998). Research suggests
that health effects of locus of control reflect
processes involving a variety of health/illness
behaviors (Wallston & Wallston, 1978). Locus
of control also may influence health through
stress-related processes. Externality has been
linked to greater depressive symptomatology
in patients with breast cancer (Gerits & De
Brabander, 1999), to significant reductions in
immunity among depressed patients (Reynaert
et al., 1995), and to increased anxiety in type A
individuals (Nowack & Sassenrath, 1980).
Despite these and other suggestive findings,
interest in the health effects of generalized
locus of control has waned as attention has
turned to health-specific control expectancies.

Health locus of control

Based on the premise that behaviors in a par-
ticular domain would be better predicted by
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domain-specific beliefs than by generalized
beliefs, Wallston, Wallston, Kaplan and Maides
(1976) developed the Health Locus of Control
(HLC) Scale. The HLC Scale parallels the I–E
Scale, assessing the degree to which individu-
als believe their health is controlled by internal
or external factors. Like the I–E Scale, the HLC
Scale was subsequently revised to incorporate
chance and powerful others subscales as
two separate types of externality. This new
version, the Multidimensional Health Locus
of Control (MHLC) Scale (Wallston, Wallston
& DeVellis, 1978), has largely superseded the
HLC Scale.

Health locus of control predicts a wide
range of health behaviors. Internal health locus
of control is positively associated with exercise
frequency (Norman, Bennett, Smith &
Murphy, 1997), health-promoting dietary
behaviors (Callaghan, 1998; Steptoe & Wardle,
2001), and AIDS precautionary behavior
(Kelly, St Lawrence, Brasfield & Lemke, 1990).
These associations may reflect effects of inter-
nality on motivation and intention to engage
in health-promoting action (Holt, Clark &
Kreuter, 2001). Health locus of control has also
been linked to illness behaviors. For example,
chance locus of control beliefs have been
found to predict delay in seeking care for acute
myocardial infarction (O’Carroll, Smith,
Grubb, Fox & Masterton, 2001). These and
other findings are consistent with the notion
that individuals who believe that chance or
luck are stronger determinants of their health
than their own behavior are less likely to
engage in health-protective behavior. External
control expectancies do not always promote
maladaptive behaviors, however. Powerful
other beliefs have been associated with higher
rates of medication use in HIV+ men (Evans,
Ferrando, Rabkin & Fishman, 2000), and with
metabolic indicators of dietary compliance
in patients with end-stage renal disease
(Schneider, 1992). Findings such as these
appear to reflect an interaction between power-
ful others health locus of control and aspects of
the doctor–patient relationship that influence
adherence with medical regimens.

Some studies have failed to obtain evidence
of associations between health locus of control

and behavior (e.g., Schank & Lawrence, 1993).
The fact that much of the empirical work
related to locus of control has not taken rein-
forcement value into account, despite Rotter’s
emphasis on the joint effects of control and
value, may partially account for inconsistent
findings (Wallston, 1992). For example, a study
of college women receiving brochures contain-
ing information about breast self-examination
(BSE) reported a significant interaction
between health locus of control and health
value, such that the greatest improvement in
BSE occurred in women with internal control
beliefs and high value for health (Quadrel &
Lau, 1989). However, other studies have found
no effect of health value on the relationship
between health locus of control and health
behaviors (Norman et al., 1997; Steptoe &
Wardle, 2001).

Another strategy for increasing predictive
precision has been the use of disease-specific
versions of the MHLC Scale. In order to do so
without proliferating noncomparable instru-
ments, a generic version of the MHLC Scale
was created, called Form C (Wallston, Stein &
Smith, 1994), which can be adapted for any dis-
ease by simply replacing the word ‘condition’ in
each item with the appropriate word or phrase.
Although Form C is based on the MHLC Scale,
it represents a relatively situation- specific form
of control. Specific forms of perceived control
have also been shown to predict health-related
behaviors (Ziff, Conrad & Lachman, 1995),
health outcomes (Mahler & Kulik, 1990), and
adaptation to disease (Moser & Dracup, 1995).

An important issue in the study of control is
whether perceptions of control are adaptive in
situations that are objectively uncontrollable.
Results of several studies suggest that perceived
control may not be adaptive in such situations,
and can actually be detrimental. For example,
control beliefs were unrelated to depressive
symptoms in end-stage renal disease patients
who had never experienced a failed liver trans-
plant. Among patients who had previously
experienced a failed transplant, however,
greater perceived disease controllability (by
self or powerful others) was associated with
greater depressive symptomatology, suggesting
that disconfirmed beliefs about control may
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undermine psychological wellbeing (Christensen,
Turner, Smith, Holman & Gregory, 1991).
Similarly, greater levels of perceived control over
disease course were associated with poorer psy-
chosocial adjustment in rheumatoid arthritis
patients with more severe disease, reflecting less
objective controllability, although control pre-
dicted better adjustment overall (Affleck,
Tennen, Pfeiffer & Fifield, 1987). It also has
been reported that measures of a related con-
cept, desire for control, were predictive of
greater suppression of immunity following
exposure to an uncontrollable (noise) stressor
(Sieber et al., 1992).

These studies suggest that perceptions of
control may only be adaptive when some
degree of control is possible. However, other
research has demonstrated beneficial effects of
perceived control even in situations that lack
objective control. An interaction between con-
trol and physical functioning has been
reported such that high control was more
strongly positively associated with adjustment
in cancer patients with low physical function-
ing than in better functioning patients
(Thompson, Sobolow-Shubin, Galbraith,
Schwankovsky & Cruzen, 1993). Whereas these
studies each involve situation-specific percep-
tions of control, the same issue may be relevant
to dispositional forms of control. Is an internal
locus of control adaptive when an individual is
faced with a situation that cannot be con-
trolled by internal factors? This question,
which has yet to be resolved, calls attention to
the importance of considering situational
factors when studying locus of control.

Beliefs about Efficacy

Efficacy is concerned with agency, or the
degree to which the individual is capable of
exerting control over outcomes. Although it
bears a resemblance to locus of control, the
differences are significant. Efficacy expecta-
tions form a key component of Bandura’s
(1977) influential social-cognitive theory, in
which they are the strongest determinants of
behavior. Efficacy has been conceptualized
in terms of situation-specific beliefs as well

as more global dispositions. Numerous
constructs have been proposed to capture
different aspects of generalized self-efficacy,
including mastery, perceived competence, and
hope.

Self-efficacy

Bandura defined self-efficacy as ‘beliefs in
one’s capabilities to organize and execute the
courses of action required to produce given
attainments’ (1993: 3). He describes three
dimensions of self-efficacy expectancies:
magnitude, or the level of performance an indi-
vidual believes he or she is capable of; strength,
or the degree of confidence an individual has
in his or her ability to perform a behavior; and
generality, or the degree to which the efficacy
belief applies to one or more specific behaviors
or domains. Bandura proposed that behavioral
intent is determined by self-efficacy expectan-
cies along with outcome expectancies, the latter
representing an individual’s belief about the
degree to which a given behavior, if performed
competently, will lead to a desired outcome.
That is, an individual will be most likely to
attempt a behavior if he or she believes both
that the behavior will have a particular desired
effect, and that he or she is capable of per-
forming the behavior. In addition, the degree
and persistence of effort put forth in attempt-
ing a behavior are believed to be influenced by
self-efficacy expectancies.

Self-efficacy is related to internal locus of
control in that both concern beliefs about the
consequences of behavior. However, an inter-
nal locus of control orientation links behaviors
to outcomes (‘Actions determine outcomes’)
without necessarily linking the self to effective
behavior (‘I may or may not be capable of per-
forming the action in question’). Accordingly,
it has been suggested that locus of control and
reinforcement value moderate efficacy expectan-
cies, and that, to predict actual behavior, three-
way interactions among these factors should
be considered (Wallston, 2001). Specifically,
Wallston suggested that self-efficacy will only
be predictive for individuals who highly value
their health and hold internal health locus of
control beliefs.
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Generalized self-efficacy

While self-efficacy as conceptualized by
Bandura is strictly situation-specific, it also has
been conceptualized as a stable, trait-like dis-
position. The latter, often referred to as gener-
alized self-efficacy, is defined as a global belief
regarding one’s ability to perform a wide range
of behaviors across a wide range of situations.
Bandura does note that the specificity of effi-
cacy beliefs is variable, and that some experi-
ences can foster a sense of efficacy that
generalizes beyond the original situation.
Indeed, Bandura, Adams, Hardy and Howells
(1980) found that changes in self-efficacy
beliefs produced by mastery experiences in one
situation generalized to other, similar situa-
tions. However, this does not necessarily
support dispositional constructs such as
generalized self-efficacy. Although he has
acknowledged that domain-specific efficacy
expectancies have some value for predicting
behaviors in similar domains, Bandura con-
tinues to oppose dispositional or trait-like
formulations of self-efficacy, and claims that
any predictive value of such measures can be
attributed to vagueness in both global efficacy
and the outcome being examined (Bandura,
1997).

Sherer et al. (1982), on the other hand, have
suggested that experiences with success and fail-
ure that are attributed to the self will produce a
generalized sense of self-efficacy that operates
in subsequent situations, whether related or
unrelated to the original situations. To assess
individual differences in generalized efficacy
expectancies, they developed the Self-Efficacy
Scale. Others have also developed measures of
generalized self-efficacy (Schwarzer, 1992;
Tipton & Worthington, 1984). Although
specific and general forms of self-efficacy are
moderately correlated, it is unclear whether
aggregating specific self-efficacy expectancies
for multiple behaviors and/or domains is
equivalent to generalized self-efficacy. Indeed,
there is evidence that they operate indepen-
dently of one another (Wang & Richarde,
1988), and it has been suggested that general-
ized self-efficacy may be a better predictor of
behavior in unfamiliar or ambiguous situations,

while situation-specific self-efficacy may be more
predictive in situations in which an individual
has had prior experience.

A number of other constructs have been pro-
posed to assess generalized efficacy expectan-
cies. ‘Mastery’ and ‘perceived competence’ are
labels that appear to refer to the same construct
and are often used interchangeably. They reflect
an individual’s self-assessed ability to interact
effectively with the environment, and have been
measured with instruments such as a perceived
competence scale described by Smith, Dobbins
and Wallston (1991), and the Pearlin and
Schooler (1978) Self-Mastery Scale. In addition,
the Perceived Health Competence Scale (Smith,
Wallston & Smith, 1995) assesses a mid-level
efficacy construct with reference to the domain
of physical health. This scale combines mea-
sures of behavioral expectancies and outcome
expectancies, and, like the MHLC Scale, can be
tailored to specific medical conditions.

Generalized efficacy expectancies may be
linked to physical health through effects on
health behaviors (Waller & Bates, 1992), and
may also influence cognitive appraisal and
coping processes, thereby buffering the effects
of stressors on health-damaging physiological
activity (Jerusalem & Schwarzer, 1992). The
vast majority of self-efficacy studies have
focused on situation-specific efficacy
expectancies. However, there is some work
examining individual differences in general-
ized efficacy expectancies in relation to health
behavior and adaptation to disease. For exam-
ple, higher generalized self-efficacy assessed
prior to heart surgery has been linked to better
quality of life 6 months following surgery
(Schwarzer & Schroder, 1997). Generalized
self-efficacy also has been found to correlate
positively with emotional adjustment and
quality of life in patients with epilepsy
(Gramstad, Iverson & Engelsen, 2001).

Perceived competence has been shown to
predict health-promoting behavior, in some
cases even more strongly than health locus of
control (Pender, Walker, Sechrist & Frank-
Stromborg, 1990). It also has been shown to
mediate the effects of social and psychological
factors on depression and life satisfaction in
patients with rheumatoid arthritis (Smith
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et al., 1991). Self-mastery has been associated
with fewer self-reported health problems and
better self-assessed physical health (Marshall,
1991), as well as with better health-related
quality of life (Kempen, Jelicic & Ormel,
1997). Mastery and generalized self-efficacy
have both predicted lower levels of psycholog-
ical distress in older adults, and also have par-
tially mediated the effects of chronic medical
conditions on distress (Ormel et al., 1997).
Finally, perceived coping self-efficacy has been
shown to predict better health behaviors
(Schwarzer & Renner, 2000) and improved
physiological responses to stressors (Bandura,
Taylor, Williams, Mefford & Barchas, 1985;
Wiedenfeld et al., 1990).

Optimism, Pessimism, Explanatory
Style, and Hope

Several constructs have been proposed to con-
ceptualize individual differences in generalized
expectancies for positive versus negative out-
comes, including dispositional optimism, opti-
mistic explanatory style, and trait hope.
Although these constructs are closely related,
each has unique features and reflects a some-
what different form or aspect of optimism.

Dispositional optimism

Dispositional optimism refers to a generalized
expectation that good things, as opposed to
bad, will happen in the future. Of the social-
cognitive constructs discussed in this chapter,
dispositional optimism is the most general in
that it involves expectations about future out-
comes without specific regard for how these
outcomes come to pass. This contrasts with
both locus of control and generalized self-
efficacy which, as we have seen, both involve
expectations about the causes of outcomes.

Dispositional optimism was introduced by
Scheier and Carver (1985) as a component of
behavioral self-regulation theory, which con-
ceptualizes goal-directed behavior in terms of a
feedback system involving ongoing assessment
of goal attainment. Within this framework,
when a discrepancy is perceived between a goal
and current conditions, expectancies regarding

the prospects for a reduction in the magnitude
of the discrepancy are an important determi-
nant of subsequent efforts to attain the goal.
Individuals who are optimistic therefore are
expected to initiate active, engaged forms of
coping in such situations, whereas those who
are pessimistic are expected to disengage or to
use avoidant forms of coping.

The instrument most commonly used to
assess dispositional optimism is the Life
Orientation Test (LOT: Scheier & Carver,
1985), a self-report questionnaire. Items inquire
about general expectations for positive and
negative future events. More recently, a revised
version of the LOT was developed (LOT–R:
Scheier, Carver & Bridges, 1994). Evidence
for the reliability and validity of both versions
of the LOT was reviewed by Scheier et al.
(1994).

A major criticism of the dispositional opti-
mism construct involves its relationship with
neuroticism or negative affectivity. The LOT is
moderately correlated with neuroticism, in
some cases showing a stronger association than
it does with other measures of optimism
(Smith, Pope, Rhodewalt & Poulton, 1989).
Further, a number of associations between
optimism and reports of physical symptoms
were substantially reduced or eliminated when
neuroticism or negative affectivity were con-
trolled statistically (Robbins, Spence & Clark,
1991; Smith et al., 1989), suggesting that these
effects may be attributable to neuroticism
rather than optimism. However, studies using
other, more objective outcome measures have
demonstrated effects of optimism that are
independent of neuroticism or negative affec-
tivity (e.g., Scheier et al., 1989, 1999).

Although the LOT was originally believed to
measure a single dimension, factor analyses
(Marshall, Wortman, Kusulas, Hervig &
Vickers, 1992; Robinson-Whelen, Kim,
MacCallum & Kiecolt-Glaser, 1997) indicate
two related but separable factors, optimism and
pessimism, corresponding to positively and
negatively worded items. These subscales are
typically only moderately correlated, and in
addition, have been differentially associated
with health outcomes (Lai, 1994; Mahler & Kulik,
2000; Schulz, Bookwala, Knapp, Scheier &
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Williamson, 1996). These findings suggest that
pessimism may not simply be the absence of
optimism, though there is no consistent pattern
regarding the differential health effects of opti-
mism and pessimism when measured sepa-
rately. What is clear is that global expectations
for good and bad outcomes are not mutually
exclusive. Apparently, a person can be opti-
mistic about certain goals or outcomes, and
pessimistic about others, and these expectan-
cies may influence health in different ways.

Dispositional optimism and pessimism have
been found to predict a number of physical
health outcomes. For example, optimism was
associated with a reduced risk of perioperative
myocardial infarction, better physical recovery,
and lower rates of rehospitalization in patients
undergoing heart surgery (Scheier et al., 1989,
1999). In one of the first studies to examine
health effects of optimism and pessimism sepa-
rately, pessimism interacted with age to predict
8-month mortality among younger cancer
patients (aged 30–59), but not older cancer
patients (aged 60 and over) (Schulz et al., 1996).
In contrast, optimism was not related to mor-
tality in this study. Dispositional optimism also
appears to be predictive of adaptation to dis-
ease. Longitudinal studies have found that opti-
mism predicts lower levels of distress in HIV+
and HIV− gay men (Taylor et al., 1992), and in
patients undergoing breast cancer surgery
(Carver et al., 1993). Optimists also report bet-
ter quality of life than pessimists following heart
surgery (Scheier et al., 1989).

Potential mechanisms for these associations
are thought to involve coping activity. The
more active, engaged coping strategies of opti-
mists may modulate psychological and physio-
logic responses to stressors that influence
physical health (Carver et al., 1993; Scheier
et al., 1989). In support of this notion, opti-
mism has been associated with lower diastolic
blood pressure in healthy adults (Räikkönen,
Matthews, Flory, Owens & Gump, 1999), and
with lower diastolic blood pressure reactivity to
stress (Williams, Riels & Roper, 1990). Behavioral
factors represent an additional pathway by
which optimism may influence physical health.
In patients with heart disease, optimism
has been associated with health-promoting

behaviors related to diet and exercise (Shepperd,
Maroto & Pbert, 1996). Optimism has also
been associated with less substance abuse
among pregnant women (Park, Moore, Turner
& Adler, 1997), and with reduced likelihood of
dropout from an alcohol treatment program
(Strack, Carver & Blaney, 1987).

Explanatory style

Optimism has also been conceptualized as an
explanatory style (Peterson & Seligman, 1984)
related to the attributional reformulation of
learned helplessness theory (Abramson,
Seligman & Teasdale, 1978). When individuals
encounter uncontrollable circumstances, they
ask why. Their attributions regarding the
nature of the causes of events influence expec-
tations about the future and subsequent help-
lessness. The causes of negative events are
evaluated along three dimensions: internality,
the degree to which a person perceives the
cause as involving characteristics of the self;
stability, the degree to which an individual per-
ceives the cause as remaining constant over
time; and globality, the degree to which an
individual perceives the cause as having influ-
ence across different situations. Overall, an
individual who tends to attribute negative
events to external, unstable, and specific causes
is characterized as having an optimistic
explanatory style, whereas an individual who
tends to attribute negative events to internal,
stable, and global causes is characterized as
having a pessimistic explanatory style.

There are two major approaches to measur-
ing explanatory style. The first is the
Attributional Style Questionnaire (ASQ:
Peterson et al., 1982), a self-report instrument
that inquires about the perceived causes of six
hypothetical negative events. Respondents are
asked to imagine that each event has hap-
pened, to identify its one major cause, and to
rate the cause in terms of internality, stability,
and globality. The more recently developed
Expanded Attributional Style Questionnaire
(EASQ: Peterson & Villanova, 1988) includes
24 negative events, and no longer inquires
about positive events. The second major
approach to assessing explanatory style is the
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Content Analysis of Verbatim Explanation
(CAVE) technique (Peterson, Luborsky &
Seligman, 1983), which involves content cod-
ing of verbal material describing actual events
experienced by respondents. Researchers iden-
tify good or bad events described in the mate-
rial, and then identify causal explanations
based in part on phrases such as ‘because’ or ‘as
a result of ’. Causes are then rated for internal-
ity, stability, and globality. The reliability and
validity of both of these assessment strategies
have been reviewed by Peterson and Seligman
(1987) and by Peterson, Maier and Seligman
(1993).

Individual differences in explanatory style
appear related to various indicators of physi-
cal health. Longitudinal studies have found
that a pessimistic explanatory style predicts
self-reported illnesses (Lin & Peterson, 1990;
Peterson & Seligman, 1987) and doctor visits
(Peterson & Seligman, 1987). Similarly, a
35-year study using the CAVE technique found
that individuals with a pessimistic explana-
tory style experienced poorer physician-
assessed physical health over time (Peterson,
Seligman & Vaillant, 1988). A pessimistic
explanatory style is believed to promote feel-
ings of helplessness and lack of efficacy. These
feelings may in turn influence behavioral and
physiologic activity through differences in
coping strategies, much as is thought to occur
with dispositional optimism. With regard to
health-damaging mechanisms, a pessimistic
explanatory style has been shown to predict
poorer immune functioning (Kamen-Siegel,
Rodin, Seligman & Dwyer, 1991) as well as
decreased likelihood of engaging in adaptive
illness behaviors (Lin & Peterson, 1990).

Trait hope

Another construct related to optimism is hope.
As conceptualized by Snyder et al. (1991), hope
is a generalized, stable disposition consisting of
two major components: agency, which refers to
a sense of determination regarding the success-
ful attainment of past, present, and future
goals; and pathways, which refers to the per-
ceived availability of plans or strategies for

attaining goals. Snyder et al. (1991) compare
agency to self-efficacy, whereas the pathways
notion bears a similarity to outcome expectan-
cies. Like dispositional optimism, hope is
thought to influence the selection and attain-
ment of goals, with goal attainment partially
mediated by coping activity. However, the
interaction of efficacy expectancies and out-
come expectancies distinguishes this construct
from others such as dispositional optimism or
generalized self-efficacy, which involve only
one or the other type of expectancy. Snyder
and colleagues assert that the reciprocal rela-
tionship between agency and pathways is a
more powerful predictor of behavior than
either efficacy or outcome expectancies alone.

Trait hope is assessed with the Hope Scale
(Snyder et al., 1991), a self-report question-
naire comprising four items that assess gen-
eral beliefs about agency, and four items that
assess general beliefs about pathways. As mea-
sured by this scale, trait hope has been shown
to be related to but separable from similar
constructs such as optimism, self-esteem, and
generalized self-efficacy (Magaletta & Oliver,
1999; Snyder et al., 1991). Although this rela-
tively new scale has not yet been investigated
extensively with regard to physical health,
there is evidence that low trait hope is associ-
ated with poorer physical health outcomes.
For example, measures of hopelessness have
been shown to prospectively predict mortal-
ity, as well as incidence of coronary disease
and cancer (Anda et al., 1993; Everson et al.,
1996).

CONCLUSIONS

Our review is based on only a subset of rele-
vant personality attributes and empirical find-
ings. Nonetheless, it supports the conclusion
that personality factors are plausibly involved
in the development, course, and outcome of
physical disease. It also points to a number of
trends and issues in the available literature.
Three of these pertain to the nature and
breadth of personality units, the linkage
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between personality and disease-promoting
mechanisms, and the potential value of a
broad theoretical framework.

Nature and Breadth of
Personality Units

Older research and studies seeking to identify
factors contributing to the development of dis-
ease in healthy individuals have tended to
focus on broad, emotion-related personality
dispositions. More recent work, particularly
that examining health-related behavioral
processes, has tended to make use of narrower
expectancy constructs. This naturally raises
questions about cross-cutting relationships:
how relevant are broad emotional constructs
to health/illness behaviors, and what is the
relationship between individual differences in
expectancies and the incidence of slowly devel-
oping diseases? Although there is research to
address these issues (see Contrada et al., 1990;
Smith & Gallo, 2001), these questions do iden-
tify gaps in current knowledge. They also point
to issues concerning the relationships between
broad personality dispositions and more situa-
tionally defined personality factors that call for
more integrative conceptual models (Contrada
et al., 1999).

Pathogenic Mechanisms 

Identification of specific causal mechanisms
has significantly increased the credibility of
the notion that personality and other psy-
chological factors affect physical health.
Nonetheless, the case for causal influence is
nearly entirely circumstantial. Associations
linking personality to physiologic reactivity or
to health/illness behaviors have rarely been
shown to operate as mediators of change
in disease indicators, and even prospective
evidence of a personality–mechanism–disease
sequence would be correlational and there-
fore open to third-variable explanations.
Ultimately, the issue of causation can only be
resolved by demonstrating that experimental

modification of health-damaging personality
attributes influences disease-promoting
processes and thereby alters physical health.

Theoretical Integration

It follows from the foregoing comments that
theoretical progress in the personality–health
field will require a more multifactorial
approach to personality and greater attention
to causal mechanisms. What is also needed is a
theoretical framework that can organize,
guide, and integrate personality-focused and
mechanism-focused research. The leading
candidate would seem to be self-regulation
theory. Grounded in principles describing the
operating characteristics of complex systems,
self-regulation theory may provide a suitable
basis for elaborating the role of hierarchically
organized personality dispositions in processes
of adaptation to psychosocial stressors and
health threats that influence psychophysio-
logical and behavioral mechanisms culminating
in physical disease.
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INTRODUCTION

The view that stress can cause illness has been
a part of common folklore for a long time.
Patients often cite stress as an important cause
of their illness, yet some authorities argue that
the link between stress and illness is unproved
( Jones & Bright, 2001). Although the associa-
tion between reported stress, illness, and even
mortality is well established, conceptual and
methodological problems mean it is difficult to
establish whether stress is causal, and the pre-
cise mechanisms or processes through which
stress impacts on health are not well under-
stood. The first part of this chapter examines
the concept of stress, the causes of stress, the
main theoretical models that have proved
useful in health research, and factors that
may moderate stress such as characteristics of
demands, coping and social support. We illus-
trate these processes by considering three
important sources of stress: work characteris-
tics, caring for disabled or elderly relatives, and
low socioeconomic position. The second part
of this chapter considers the problems
involved in establishing links between stress
and health. The pathways through which stress
affects illness are illustrated by summarizing
research into post-traumatic stress disorder,
depression, cardiovascular disease, infectious
illnesses, cancer and chronic autoimmune

conditions. In the final section of the chapter,
we outline approaches to stress management.

THE CONCEPT OF STRESS

Stress has been defined in various ways and
used in different disciplines such as engineering,
anthropology, sociology, psychology, physiology,
and medicine. In science, the concept of stress
was initially used in physics where ‘stress’ is an
external force applied to a system, and ‘strain’
is the change in the system that is due to the
applied force. Although there is some debate
over the origins of the term ‘stress’ in biology
and psychology, there is no doubt that scien-
tists Walter Cannon and Hans Selye were influ-
ential in the study of stress in living organisms:
Cannon (1914) with his work on the fight–
flight response, and Selye (1956) when he used
the term ‘stress’ to describe the non-specific
response of living organisms to noxious stim-
uli. However, Selye later realized that according
to the way the terms ‘stress’ and ‘strain’ are used
in physics, he should have used the word
‘strain’ for the phenomenon he described. This
may have contributed to early conceptual
confusion.

Subsequently, opposing views have emerged
about how useful the construct of stress is.
Some argue that the concept is so widely
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misused and poorly defined that it is no longer
useful and should be abandoned (e.g., Kasl,
1983). Much medical stress research goes on
outside the domain of psychology altogether,
and is concerned with the impact of conditions
such as extreme atmospheric pressure, blood
volume depletion or physical exercise. Most
investigators concede that although stress is
amorphous, it is an important construct that
has the potential to unify different disciplines
and help us understand the relationship
between mind and body. The term ‘stress’ is
now used in health psychology and behav-
ioural medicine more to describe a field of
research and a collection of processes, rather
than a single phenomenon.

Stress is a complex and multifaceted con-
struct with many component parts. At a basic
level, it is useful to distinguish between stressors,
which are factors that cause stress responses, and
chronic strain, which is the negative impact of
the stress process on the person.

CAUSES OF STRESS

This chapter is primarily concerned with
psychosocial stressors, and not physical or
physiological challenges such as exercise, phar-
macological stimuli, and toxic chemical expo-
sure (a full discussion of these issues can be
found in Fink, 2000). Psychosocial stressors are
numerous and can be classified in a number of
different ways. It is possible, for instance, to dis-
tinguish between external objective events such
as natural disasters, and internal subjective
experiences like role conflict or not achieving
one’s goals. Then there are interpersonal stres-
sors such as conflict at work, and macrosocial
stressors like high unemployment, socioeco-
nomic inequality, and war. Stressors vary on
many dimensions, including duration and
severity, and these dimensions have also been
used to define various categorical systems.

A common distinction is drawn between
acute life events such as the death of a relative
or job loss, chronic stressors such as family
conflict or looking after a disabled relative, and
less severe daily hassles. Daily hassles are every-
day irritations, like problems travelling to work

or losing things. Further stressor categories
such as role strain and traumatic stress (arising
from assaults, road traffic accidents, and other
acute events) are also sometimes used. One of
the advantages of identifying acute life events
is that they can be pinpointed in time and are
relatively easy to define. This makes it possible
to analyse the temporal sequence between life
experiences and illness onset, and life event
methods have proved especially useful in psy-
chiatric research. As far as physical illness is
concerned, chronic stressors are frequently
more important, since they elicit long-term
disturbances in behavioural and biological
processes that contribute to the development
of disease.

These categorizations have a number of
conceptual and measurement problems. First,
the distinction between different categories of
stressor is not always clear cut. For example, an
apparently acute event, such as divorce, is usu-
ally preceded by the chronic stress of a difficult
relationship, and can lead to further chronic
stressors, such as financial difficulties. There
are instances in health research in which the
impact of serious life events is mediated
through daily hassles. Pillow, Zautra and
Sandler (1996) studied the associations
between major threats such as death of a
spouse, divorce, or having a child with chronic
illness, and daily hassles and psychological dis-
tress. The impact of divorce on distress was
mediated almost entirely through daily hassles,
while the association between having a child
with a serious illness and distress was indepen-
dent of hassles.

Second, there are conceptual limitations to
many of the categories. For example, whether a
stressor is perceived as traumatic varies
between individuals, and therefore classifying
an event as a ‘traumatic stressor’ confuses sub-
jective response with the event. Related to this
is a third problem, which is that it is difficult to
measure stressors without some reference to
stress responses. Measures of daily hassles
include items such as ‘trouble relaxing’ and
‘not enough personal energy’, which are
arguably symptoms of strain rather than stres-
sors. Finally, there are instances where non-
events, or a lack of stimulation, are stressful.
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Wheaton (1996) has proposed a useful tax-
onomy in which these different types of stres-
sors are placed on a continuum from discrete
to continuous events, as shown in Figure 7.1.
However, whether a particular event is per-
ceived as stressful varies between individuals,
because of the ways in which they appraise and
cope with the situation.

COMPONENTS OF THE STRESS
RESPONSE

The stress response involves changes in four
distinct domains that are loosely integrated,
but do not necessarily change in parallel.

Cognitive Effects

Cognitive responses to stress include changes
in perception and attention, memory
processes, and decision-making. Attentional
processes are particularly vulnerable, and fail-
ure to notice important but peripheral stimuli
under stressful conditions is a common cause
of human performance breakdown and acci-
dents among pilots and drivers of cars and

trains. Traditionally, the relationship between
stress and cognitive performance has been
construed as an inverted U, with suboptimal
performance at very low or very high levels of
stress. This is now known to be an oversimpli-
fication, since there is patterning in the
deficits in cognitive processes. Different types
of challenge have variable effects on speed
of processing, attention, and short-term
memory. People have the ability to maintain
performance under stressful conditions by
investing additional effort in carrying out
tasks. Breakdown may then only occur after
termination of the stressor, with fatigue after-
effects. Stress has manifold effects on memory
as well. Memories for stressful events are often
incomplete, focusing on small aspects of the
situation at the expense of the broader
picture. It has been known for many years that
retention and recall of emotionally charged
material are superior to those for neutral
stimuli. Stress can also inhibit recall of impor-
tant events, as when the person preoccupied
with work forgets a family birthday. The corti-
costeroid responses elicited as part of the stress
process play an important role in memory
and other cognitive functions (Lupien &
McEwen, 1997).

Macrosystem stressors

Sudden 
traumas

Chronic
stressors

Life
change
events

Daily
hassles

Non-events

Most
discrete

Most
continuous

Figure 7.1 Continuum of stressor types [Reproduced from Wheaton, B. (1996).
The domains and boundaries of stress concepts. In H. B. Kaplan (Ed.), Psychosocial stress:
Perspectives on structure, theory, life-course, and methods (pp. 29–70).
San Diego, CA: Academic]
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Emotional Effects

The subjective effects of stress involve feelings
of distress, anxiety, fear, depression and other
emotions. This is the core experience of stress
in the everyday sense. Curiously, there is no
generally accepted measure of the subjective
emotional stress response. This is partly
because distress overlaps extensively with other
moods, so separate measures of stress would
be somewhat redundant. However, this omis-
sion does present methodological difficulties,
since people vary in their affective responses.
Consequently, any particular scale may not
capture the subjective experience of all the
people exposed to the same stressor.

It has frequently been found that although
stressors elicit subjective as well as physiologi-
cal responses, the two do not correlate well.
One study used meta-analytic methods to
evaluate the association between cardiovascu-
lar and negative emotional responses in nine
stress experiments (Feldman et al., 1999). The
relationships were positive but small, suggest-
ing that emotional upset does not mediate the
other aspects of the stress response, but that
the domains respond in parallel.

Behavioural Effects

Behaviour changes are central to stress
responses. In animals, common actions are pas-
sive behaviours such as freezing and immobility,
and active responses like fighting or escaping.
Each set of behaviours is underpinned by phys-
iological adjustments supporting the energy
demands of the action.

Health psychology is particularly concerned
about actions that might compromise wellbeing
such as smoking, alcohol consumption,
unhealthy food choices, sleep disturbances,
physical inactivity, and engaging in risky sexual
behaviours. At one extreme, stress contributes
directly to major health problems, including
alcohol dependence and eating disorders. Acute
stressors can cause dramatic and immediate
changes. Thus surveys carried out in New York
in the aftermath of the attacks on 11 September
2001 showed substantial changes in sleep,

physical activity, and alcohol consumption,
many of which were still present 4 months later
(Ho, Paultre & Mosca, 2002). At the other
extreme, the influence of chronic stress can be
difficult to disentangle from the many social,
cultural and psychological factors that also
determine these actions. Detailed accounts of
the relationship between stress and behaviour
are beyond the scope of this chapter (see Jarvis,
2002; Stewart, 1996).

Physiological Effects

The physiological elements of stress responses
are particularly relevant to the development
and maintenance of physical illness. These bio-
logical processes have been discussed exten-
sively by Henderson and Baum (2004, Chapter 3
in this volume), but there are several points that
should be emphasized from the stress perspec-
tive. Physiological stress responses encompass
many of the principal organ systems and regu-
latory processes of the body, including glucose
metabolism and energy supply, respiration and
cardiovascular function, water balance, blood
clotting, and immune defences. These multiple
components are controlled through activity of
the autonomic nervous system and neuroen-
docrine circuitry. During stressful encounters,
the sympathetic branch of the autonomic ner-
vous system is activated in concert with cate-
cholamines (such as epinephrine or adrenaline)
released from the medulla of the adrenal
glands. Importantly, even short-term (� 30
minute) stressors can trigger gene expression of
enzymes regulating catecholamine release
that persist for several hours (Sabban &
Kvetnansky, 2001). The opposing parasympa-
thetic nervous system may be more promi-
nent under conditions of conservation and
behavioural withdrawal. The hypothalamic–
pituitary–adrenocortical (HPA) axis is the most
important neuroendocrine pathway in stress
responses, although other neurotransmitters
and hormones are also involved (Chrousos &
Gold, 1992). Activation of the HPA leads to the
release of corticosteroids (cortisol in humans,
corticosterone in rodents) from the adrenal
cortex.
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Autonomic nervous system and neuroen-
docrine regulatory processes are interdependent
(Sapolsky, Romero & Munck, 2000). In addi-
tion, although sympathetic nervous system
and HPA activation control many of the
peripheral physiological changes observed
during stress, the system is complex and
involves feedback from the periphery to the
central nervous system. For example, corticos-
teroids have a pronounced inhibitory influence
on cellular immune function (Webster, Tonelli
& Sternberg, 2002), but products of immune
system activation known as cytokines in turn
regulate HPA function (Rivest, 2001).

The pattern of physiological stress response
depends not only on the behaviours elicited in
the situation, but also on time course. Acute
stress responses differ from chronic responses
in many systems. An example that is relevant to
illness is the immune response to stress.
Acutely, immune responses include increases
in the number of natural killer cells in the cir-
culation, and in natural killer cell activity
(Zorrilla et al., 2001). But in chronic stress
studies, there are reductions in natural killer
cell numbers and cytotoxic activity. Similarly
HPA activity varies with the duration of stress
exposure, depending on the interplay between
central nervous system activation, alterations
in receptor density and sensitivity, and changes
in peripheral metabolism. This means that
interpretation of physiological responses must
take the stage and duration of the stress trans-
action into account.

Another important concept is that risks to
health and wellbeing arise from both underac-
tivity and overactivity in physiological stress
responses (Dhabhar, 2002). For example, high
levels of cortisol may lead to elevated lipids
(cholesterol) in the circulation, accumulation
of abdominal fat, suppression of some
immune processes, decalcification of bone and
impaired fertility (Weiner, 1992). Cushing’s
syndrome involves hypersecretion of cortisol
and is an extreme example of these effects; it is
characterized by hypertension, insulin resis-
tance, osteoporosis, gonadal dysfunction, and
growth retardation, along with depression,
irritability and fatigue. But other medical
problems are associated with low levels of

cortisol, including chronic fatigue syndrome,
bronchial asthma, rheumatoid arthritis, and
post-traumatic stress disorder (Heim, Ehlert &
Hellhammer, 2000). As cortisol suppresses the
inflammatory response, low levels of cortisol
may also lead to overactivity of the immune
system in autoimmune conditions.

Physiological responses are evaluated in
human stress research using two principal
methods. Acute responses are assessed using
mental stress testing, measuring biological reac-
tions to standardized challenges such as
problem solving tasks or simulated public
speaking. It is carried out in healthy volunteers
to understand the impact of stressors on biolog-
ical processes, and also to evaluate the influence
of factors like social support and hostility.
Comparisons between groups of patients and
controls are conducted to evaluate differences in
the regulation of biological stress responses
(e.g., Buske-Kirschbaum et al., 1997). Two
aspects of the response are important: the mag-
nitude of stress reaction, and the rate of recovery
or return to baseline levels after stress. Larger
reactions and slower recovery are considered
pathogenic in most circumstances.

The second important method is measure-
ment under naturalistic conditions. Blood
pressure, heart rate, and haemodynamic
indices can be monitored repeatedly or contin-
uously with unobtrusive measures for many
hours, while periodic saliva sampling is used to
assess cortisol. The cortisol response to waking
and levels early in the day are emerging as
important markers, with higher values in
people experiencing chronic stress in work and
other settings (Wüst, Federenko, Hellhammer &
Kirschbaum, 2000).

THEORETICAL MODELS OF STRESS

Theoretical models of the stress process have
been based on both the components described
above, namely stimulus and response models.
These will be briefly described before we out-
line interactional or transactional models, which
focus on the interaction between the person
and environment.
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Stimulus-Based Models

The main stimulus-based model of stress is the
life change approach, which dominated research
in the 1970s and early 1980s. This defined stress
as the amount of adjustment or life change with
which a person was faced. This approach pre-
sumed that any life change would tax resources
and is therefore likely to be detrimental to
health and wellbeing. Originally, it was charac-
terized by measuring stress using checklists of
life events, and an individual’s level of stress was
determined by the number and type of life
events they had experienced over a given period
of time. The most widely used measure of life
events was the Social Readjustment Rating Scale
(Holmes & Rahe, 1967), which listed 43 events
that were weighted for average stressfulness on a
scale from 1 to 100. Examples of items and the
weighting allocated to them are: death of a
spouse (100), divorce (73), marriage (50), change
in financial state (38), and Christmas (12).

The major advantage of the life change
approach has been in its definition of stressful
experiences as quasi-objective phenomena.
This has made it theoretically possible to dis-
tinguish exposure to adverse experiences from
the emotional responses they engender, mak-
ing it possible to discover whether stress expo-
sure precedes illness, even in retrospective
studies. However, as a measurement tool, the
checklist method has been widely criticized
(Turner & Wheaton, 1995). There is the problem
of comprehensiveness: it is difficult to develop
a practical measure of all life experiences that
might be relevant to everyone, so important
occurrences for certain individuals may be
missed out. Items are open to varied interpreta-
tion: a statement like ‘change in financial state’ is
ambiguous, since people may differ in whether
they regard a particular change as sufficiently
great to be counted. The life change method
includes both positive and negative events, but
there is strong evidence that negative events
are much more important for health. Event
scores are often summed, making the assump-
tion that life stress is cumulative, when it is
possible that one experience is offset by
another. There are also concerns about weight-
ing systems, which give a uniform score for

everyone to a particular event. In addition, the
use of checklists to measure life events may be
subject to recall biases in terms of both inaccu-
rate recall and mood congruent recall. People
with health problems often search for causes of
their illness, and therefore identify more life
events in the recent past than do comparison
groups.

Some of these methodological difficulties
have been overcome by the use of interview-
based methods such as the Life Events and
Difficulties Schedule developed by George
Brown (1989). This involves interviewing par-
ticipants about their life experiences, carefully
identifying specific life events and chronic diffi-
culties such as living in crowded conditions, and
collecting information about the circumstances
surrounding these experiences. In a separate
process, a judgement is made about the threat
or unpleasantness of the occurrence, taking the
circumstances into account but ignoring the
person’s emotional response. This method has
been widely used in psychiatry, and to evaluate
stressful experiences related to breast cancer
recurrence and other physical health outcomes
(Conway, Creed & Symmons, 1994; Graham,
Ramirez, Love, Richards & Burgess, 2002).
However, the method is more elaborate and
time-consuming than administering a life event
checklist, so questionnaire measures continue to
dominate the assessment of major stressors.

Aside from problems of measurement, the
life change approach can be criticized for
ignoring psychological processes and moderat-
ing variables such as social support and ways of
coping. Yet although it does not provide a
comprehensive account of the stress process,
the concern with trying to assess people’s
exposure to adverse experiences remains a
central issue in health psychology, and is influ-
ential in the design of research studies.

Response-Based Approaches
to Stress

Response-based models have concentrated on
the physiological components of the stress
response. Cannon (1914) was the first to detail
the response of the autonomic nervous system
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to stressful stimuli. He labelled this the
fight–flight response which prepares the body
for fighting or escaping, and argued that the
physiological changes were structured around
preparing the organism for vigorous physical
activity. This accounts for the increased heart
rate, increased breathing rate and depth, dilation
of the blood vessels supplying the muscles and
brain, and constriction of blood vessels supply-
ing skin and viscera.

Selye (1956) expanded on Cannon’s work to
incorporate the HPA axis, and centred his
model of stress on the corticosteroids released
by the adrenal cortex. Selye proposed the
general adaptation syndrome to describe three
phases of the physiological stress response. In
the first phase, alarm, the body activates the
fight–flight response to deal with the stressor.
In the second phase, resistance, the body
attempts to restore homeostasis and reach
maximum adaptation to the stressor, but may
remain in a state of higher arousal than is
normal. In the continued presence of the stressor,
however, the final phase, exhaustion, can occur
when physiological resources are overstretched
and break down – resulting in disease or death.

Cannon and Selye’s approaches are similar in
that they both use a homeostatic model of the
physiological response to stress where the body
attempts to restore equilibrium. In addition,
both defined stress as a non-specific physiologi-
cal response. However, later research has shown
that physiological responses are not non-
specific, and vary between stressors and individ-
uals. This is true both at the central nervous
system level, where stressors are known to differ
in their neurochemical ‘signature’ (Pacak &
Palkovits, 2001), and also in terms of peripheral
physiological response. A key concept that has
emerged over the last 25 years is that there are
robust individual differences in the pattern and
magnitude of physiological stress responses. For
example, one person may display heightened
blood pressure responses to a variety of chal-
lenges, while another may be more responsive in
terms of cortisol. Later, we will develop the argu-
ment that individual differences in physiological
stress responsivity interact with exposure to
environmental challenges to determine vulnera-
bility to physical disease outcomes.

Recent work has also questioned whether the
behavioural fight–flight response is universal.
Taylor et al. (2000) argue that, although the phys-
iological response to stress may be similar in
men and women, the behavioural fight–flight
response observable in males is not as strong in
females. They propose that female responses to
stress are more of a ‘tend–befriend’ nature. In
other words, when females are exposed to threat,
their priorities are to protect themselves and nur-
ture offspring, and/or turn to others for support
or protection. Taylor et al. suggest these responses
may be mediated by neurochemical and neu-
roendocrine pathways that are specifically acti-
vated during stress in females, with a prominent
role for the peptide hormone oxytocin, and for
endogenous opioid mechanisms. These argu-
ments remain speculative, and the functional
significance of oxytocin release during stress
remains uncertain. Nevertheless, they do high-
light the continued importance of elaborating
the pattern of physiological stress response in dif-
ferent conditions in different groups.

The work stimulated by Cannon and Selye
has been important in forwarding understand-
ing of biological stress responses. However, this
approach has little to say about the environ-
ments provoking responses, or the role of pro-
tective psychosocial factors, and so provides
only a partial account of the stress process.

Interactional and Transactional
Approaches to Stress

Interactional and transactional approaches to
stress emphasize individual differences in per-
ceived stress and the importance of psychological
processes – particularly cognitive appraisal. The
interactional approach to stress proposes that
the interplay between environmental stimuli
and the person is critical in determining stress
responses. An example of an interactional
approach is the person–environment fit model
in occupational psychology, in which stress
arises when people are exposed to environ-
ments with which they are unfamiliar, or
which do not suit their skills and capacity
(French, Caplan & Van Harrison, 1982).

The transactional approach goes beyond the
interactional by positing that the various
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factors involved in stress influence each other
and act as both independent and dependent
variables. The dominant transactional model
was developed by Richard Lazarus and his
colleagues, who defined stress as ‘a particular
relationship between the person and the envi-
ronment that is appraised by the person as tax-
ing or exceeding his or her resources’ (Lazarus
& Folkman, 1984: 19). Cognitive appraisal is
central to this model. Lazarus suggests that
when an event occurs, individuals go through
three stages of appraisal. The first stage is
primary appraisal, where the demands of the
event on the individual are evaluated. The
second stage is secondary appraisal, where
people evaluate the resources they have avail-
able to cope with the demands. Available
resources can be environmental (such as eco-
nomic factors, social factors, the presence of
others) or personal (such as previous experi-
ence with this type of event, self-efficacy, self-
esteem, repertoire of coping strategies). It
should be apparent that these resources may
also influence primary appraisal. For example,
an academic examination will be appraised as
less demanding by a student with a thorough
knowledge of the subject and plenty of time to
revise (good resources to cope). On the other
hand, the examination will be appraised as
more demanding by a student with little
knowledge of the subject and little time to
revise (poor resources to cope). Thus primary
and secondary appraisal do not necessarily
occur in a linear and sequential fashion, but
influence each other and may occur in parallel.
Recent research suggests that this may vary
according to level of demands, and that per-
ceived personal resources are more likely to
influence appraisals of stress under low levels
of demand (Guillet, Hermand & Mullet, 2002).

As a result of this process, an event can be
evaluated as irrelevant, that is, not relevant to
the individual’s wellbeing; benign-positive, that
is, positive and/or non-threatening; or stressful.
According to this model, stressful appraisals
can be further broken down into those that
involve harm or loss, challenge, or threat,
although these categories are not mutually
exclusive. For example, physical assault can
involve appraisals of both immediate harm

and future threat of recurrence. These ideas
have been incorporated into theories of post-
traumatic stress disorder (PTSD), where
appraisal of continued threat is thought to be
important in the development of the disorder
(Ehlers & Clark, 2000). According to the trans-
actional approach, when demands are
appraised as exceeding resources, coping
strategies are applied in an effort to change the
situation, or the response to that situation. The
process is iterative, with the situation being
reappraised after coping attempts have been
made, often leading to further coping efforts.

This model has stimulated a substantial
amount of research, much of which supports
the role of appraisal in modulating subjective
and physiological stress responses. For
instance, Lazarus and others have carried out a
series of experiments in which people are
shown gruesome films, having been random-
ized to different types of appraisal or cognitive
orientation, such as reminding them
that the film is acted (denial of reality), or that
the film is real but shown for educational pur-
poses (intellectualization). People assigned to
denial or intellectualization appraisals have
smaller physiological and subjective responses
to the film compared with controls (e.g.,
Steptoe & Vögele, 1986). Non-experimental
research also supports a role for appraisal in
adaptation to stressors. Pakenham and
Rinaldis (2001) found that strong appraisals of
challenge, controllability, and weak appraisals
of threat were predictive of better psychologi-
cal adjustment to HIV/AIDS, as measured by
depression, global distress, social adjustment,
and subjective health status.

However, the model has been criticized on
a number of points, many of which question
the central role allocated to cognitive
appraisal processes (Zajonc, 1984). The diffi-
culty of measuring appraisal as part of a
dynamic process means it is hard to distin-
guish appraisal from cognitive processes that
are part of the stress response itself. There are
undoubtedly situations where conscious
appraisal does not take place and people react
quickly to hazards, such as when avoiding
accidents. The model has also been criticized
for being limited to the psychological level of
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analysis, without consideration of physical,
social, and cultural influences. It has little to
say about the nature of stress responses them-
selves, and how they interact. Nevertheless,
transactional models have greatly increased
understanding of individual differences in the
stress process, and the role of cognitive
factors in integrating experience of the envi-
ronment with the social and psychological
responses that the person brings to bear on
the situation.

Figure 7.2 is a simple schematic of a trans-
actional framework that attempts to bring
together the factors that are relevant to the
stress process. This framework begins with the
assumption that stress responses are stimu-
lated by potential or actual threats or chal-
lenges to the integrity or survival of the
person (Weiner, 1992). Psychosocial stressors
may be anticipated, may be real or imaginary,
and may involve understimulation as well as
overstimulation. The appraisal of these aver-
sive experiences depends in part on the
psychosocial resources that the individual
brings to bear on the situation. These
resources include coping responses, prior
experience of similar situations in the past,

and social support, while also being influ-
enced by personality and temperament. The
multidimensional stress response arises when
adaptive capacity is exceeded. The pattern of
stress response varies over time, depending on
whether exposure to the threat is acute or
chronic, and whether there is habituation or
sensitization to the situation. There is also a
close interplay between the components of the
stress response and the coping process. For
example, an increase in cigarette smoking has
been frequently observed as part of the stress
response ( Jarvis, 2002). At the same time, a
large proportion of smokers state that smok-
ing helps relieve tension, so smoking is partly
a coping response. Smoking may alter the cog-
nitive response to stress by increasing alert-
ness and aiding mental concentration, and so
can be viewed as partly adaptive. But smoking
also augments physiological stress responses
and health risks, and so has maladaptive con-
sequences as well.

It is evident from this framework that stress
is a process and not a state, and involves a fully
interactive rather than a linear system. A major
challenge in health research is teasing out the
interplay between these elements.

Psychobiological
stress response

Affective
effects

Behavioural
effects

Physiological
effects

Cognitive
effects

Cognitive
appraisal

Psychosocial
demands

Life events
Chronic stressors

Daily hassles

Psychosocial
resources

Coping resources
Social support

Prior experience
Personality

Figure 7.2 An outline of the transactional model of stress
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MODERATORS OF STRESS RESPONSES

Critical Stressor Characteristics

The duration and intensity of stressors are
strong determinants of psychobiological stress
responses. Over and above these factors, other
important characteristics include controllabil-
ity, predictability, and novelty.

Controllability can be defined as the extent
to which actions can be taken by the individual
that prevent, terminate, or modify aversive
stimulation. Stressors vary greatly in their con-
trollability, from events that are completely
beyond personal control (such as the death of a
relative in a train crash), to occurrences that are
partly down to personal choice (such as injuries
during dangerous sports). A wide range of
animal and human studies has shown that emo-
tional, behavioural and physiological responses
are greater under uncontrollable conditions
(Steptoe & Appels, 1989). Uncontrollable stres-
sors elicit greater corticosteroid and cate-
cholamine responses, increase tendencies to
gastric lesions, and reduce immune defences.
Perceptions of control are also important, and
related control constructs such as locus of con-
trol and self-efficacy have been extensively
examined in stress research (Henderson &
Baum, 2004, Chapter 3 in this volume). When
people become ill, they often experience a pro-
found reduction in their sense of control over
their lives and destiny. Loss of control is also a
characteristic of ageing, as people’s personal
choices are constrained by economic limita-
tions, the loss of social contacts through the
death of peers, and the loss of confidence in
physical capacity due to disability. However,
manipulations of control may have favourable
effects. Studies have been carried out with the
elderly residents of nursing homes, showing
that providing greater choice and autonomy
had beneficial effects in terms of cognitive and
behavioural function (Langer & Rodin, 1976).

Psychobiological stress responses are more
pronounced in unpredictable conditions, even
if the duration and intensity of stimulation are
the same as those in predictable conditions
(Abbott, Schoen & Badia, 1984). For example,
Zakowski (1995) found that lymphocyte

proliferative responses to mitogens were
impaired to a greater extent with unpredictable
compared with predictable stressors. The bene-
ficial effects of predictability are associated
with the fact that novel and unfamiliar situa-
tions enhance stress responses. This was strik-
ingly demonstrated in primate studies by
Mason (1975), who found that neuroendocrine
responses were as great when animals were
placed in the experimental situation for the
first time, as they were to any of the ‘stressors’
subsequently administered. The reduction in
stress responses with familiarity may result not
only from increased predictability, but also
from adaptation in response processes due to
habituation and down-regulation of receptor
sensitivity. The principle of habituation under-
pins both behavioural exposure therapy, where
repeated exposure results in extinction of
physiological and affective responses, and
stress inoculation programmes in which
people learn to cope in difficult situations
through repeated exposure and rehearsal.

Coping Responses

The use of the term ‘psychological coping’ has
changed in health psychology over the past 30
years. In the early literature, coping was taken
to describe effective and mature engagement
with stressors, and was contrasted with psy-
chological defences such as denial and repres-
sion. But within the transactional framework,
coping is used to describe the entire repertoire
of cognitive and behavioural responses
deployed by an individual in an effort to man-
age stressful situations, whether or not these
efforts are successful. The reason for this
change is the realization that no particular
coping response is always effective; the success
of coping depends on the nature of the situa-
tion, the time point in the stress process at
which adaptation is assessed, and the particu-
lar component of the stress response that is
being monitored. Coping has several purposes,
including the reduction of harmful environ-
mental conditions, the toleration of adverse
events, keeping emotional equilibrium, main-
taining a positive self-image, and preserving
satisfactory social relationships.
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A wide range of ways of handling stressors
are regarded as coping responses, including
problem solving, seeking social support, cogni-
tive reinterpretation or ‘restructuring’, problem
avoidance, wishful thinking, denial, self-
criticism, and social withdrawal. Several classi-
fication systems have been proposed. Among
the most useful is the distinction between
problem- and emotion-focused coping. The
purpose of problem-focused coping is to man-
age the situation, and the strategies used may
include methods of planning and problem
solving, seeking relevant information, escaping
or avoiding the situation, or redefining it in a
more benign way. Emotion-focused strategies
are deployed not to change the stressor but to
manage emotional distress, by methods such as
seeking emotional social support, denial, cog-
nitive avoidance, distraction, and distancing.
Other useful taxonomies distinguish coping
responses that involve engagement (problem
solving, seeking social support) and those that
involve disengagement (problem avoidance,
wishful thinking, social withdrawal). Aspinwall
and Taylor (1997) have argued that proactive
coping, the efforts people make to anticipate or
detect potential stressors and act in advance to
reduce their impact, are particularly important.

The coping responses mobilized will depend
on the nature of threat; coping with the illness
of a child is very different from coping with a
stressor at work. Individuals also appear to
have coping dispositions or preferences for
certain types of response. For example, people
vary in the extent to which they are vigilant
and seek out information about situations, as
opposed to being avoidant (Miller, Brody &
Summerton, 1988). The combination of these
two aspects helps to determine the extent
to which different types of coping response are
deployed in a particular stress transaction.

Social Support

Social interactions are intimately involved in the
stress process. Emotional support can help
people come to terms with stressors, while
information and advice from friends and family
are an important aid to decision-making. At the
same time both interpersonal conflict and the

absence of social contact (social isolation) are
common forms of chronic stress. Research on
social relationships and health has stemmed
from two traditions (Cohen, Gottlieb &
Underwood, 2000). The sociological perspective
developed from the work of Durkheim, who
argued that migration and industrialization
lead to breakdown in family and community
ties and social disorganization, as old-established
cultural norms and social roles are abandoned.
This approach has resulted in a focus on social
integration, isolation, and participation in mul-
tiple social roles. These can have manifold influ-
ences on health through health behaviours, a
positive sense of self-worth and wellbeing, and
the provision of information and material sup-
port. In health psychology, this tradition is
embodied in the ‘main effect’ model of social
support, which postulates that social integration
is associated with lower mortality and morbid-
ity irrespective of the level of life stress
(Berkman & Glass, 2000). The measures used to
test these processes usually involve assessments
of network size, diversity and reciprocity.

The second tradition views social ties as pro-
tective against life stress (‘stress-buffering’
model), and was stimulated by the work of John
Cassel (1976). This argues that the social envi-
ronment provides several types of support
including emotional support, material or practi-
cal support, and information or advice, that help
mitigate the impact of adverse experiences.
From this perspective, social support primarily
has beneficial effects on health when people are
confronted with stressful demands. For example,
a woman with young children whose partner
dies will benefit from emotionally supportive
people to comfort her and share her distress,
material support in terms of finance or help with
the children, and informational support in the
shape of advice about the future. A substantial
amount of evidence supports this perspective,
particularly when measures are made of the per-
ceived availability of support, rather than social
networks (Cohen & Wills, 1985). Laboratory
studies have shown that physiological stress
responses are attenuated when tests are carried
out in the presence of a supportive individual,
and in survey work, low social support has been
associated with unfavourable physiological
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changes such as raised blood pressure and
impairment of immune function (Uchino,
Cacioppo & Kiecolt-Glaser, 1996).

STRESS AND HEALTH

The influence of stress processes on health and
risk of disease is studied from a variety of per-
spectives, using animal models, epidemiological
survey techniques, clinical investigations, and
laboratory experiments. There are two broad
approaches to studying these effects in humans.
The first is to assess the impact of particular
categories of potentially stressful conditions,
and the second is to investigate the aetiology of
specific diseases. We will illustrate the first of
these approaches by outlining findings relating
to three common forms of stress: work stress,
the stress of caring for elderly and dementing
relatives, and low socioeconomic position.
Other stressors such as marital and family con-
flict, unemployment, or neighbourhood and
community stress could have been selected
(Kiecolt-Glaser & Newton, 2001), but the three
we have chosen demonstrate the ways in which
the different elements outlined in Figure 7.2
combine to create heightened vulnerability in
certain individuals. Later in this chapter we will
illustrate the second approach by examining the
role of stress in specific diseases.

Work Stress

Many aspects of work are potentially stressful,
including type of work and work environment
(noise, posture, machine pacing, shift work,
level of social contact), organizational factors
(time pressure, decision-making, career struc-
ture, resource problems), and personal factors
(role conflict, work–home balance). Two models
have emerged in the health field as helpful in
investigating these different aspects. The
demand/control or job strain model postulates
that the two key elements of the work experi-
ence are levels of demand, and lack of control
over how the work is carried out and how
skills are developed and utilized (Karasek &
Theorell, 1990). Job strain emerges when high

demands are coupled with low job control.
A second model focuses on effort/reward
imbalance, and postulates that stress responses
arise when the effort resulting from the
demands of the job and the personal commit-
ment put into the work are not matched by
rewards (money, social esteem, job security,
career opportunities) (Siegrist, 1996). Both
these conceptualizations of job stress have
been related to cardiovascular disease in cross-
sectional and prospective studies (Steenland
et al., 2000). For instance, in one study 812
employees of a manufacturing company were
followed up over 25 years, and cardiovascular
deaths were monitored (Kivimaki et al., 2002).
The risk of dying from cardiovascular disease
in workers who were disease-free at baseline
was more than doubled in those experiencing
high compared with low job strain, and high
compared with low effort/reward imbalance,
after controlling statistically for age, occupa-
tional status, smoking, physical activity, blood
pressure, blood cholesterol level, and body
mass. Job strain has also been related to the
development of high blood pressure and to
increases in cholesterol.

Work stress is associated with other adverse
health outcomes as well. Low control at work,
high job demands, and low social support at
work predict severe emotional distress in
prospective studies (Stansfeld, Fuhrer, Shipley
& Marmot, 1999). Repetitive jobs such as work-
ing as a supermarket cashier elicit muscle
tension in the neck and back that contributes
to chronic pain (Lundberg, 1999). Minor inter-
personal work stressors on a day-to-day basis
impair physical wellbeing among women with
arthritis (Potter, Smith, Strobel & Zautra,
2002). Work stress is also associated with
unhealthy behaviour changes such as smoking
and high fat consumption (Matthews & Gump,
2002; Wardle, Steptoe, Oliver & Lipsey, 2000).

Caregiving

Informal caring for dementing, disabled or
elderly relatives is increasingly common as
people live longer, as medical technology allows
more severely handicapped children and adults
to survive, and as the provision of residential
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care services is reduced. The potential sources
of stress in caring are great, although caring
tasks can also be sources of satisfaction and
self-esteem. For example, looking after a
dementing relative involves physical demands
such as help in eating and washing, and con-
stant surveillance and support, coupled with
the emotional loss of observing the deteriora-
tion of intellectual function and affective
responses in a loved one. These problems are
accompanied by fatigue, loss of social contact,
financial burdens, and withdrawal from other
activities that promote satisfaction. The impact
of caregiving varies widely, in part because of
differences in the nature of the challenge. Thus
some studies have shown that the psychological
wellbeing of carers is related not so much to
cognitive deterioration in dementing relatives
as to behavioural disturbances and emotional
withdrawal (Donaldson, Tarrier & Burns,
1997). Adverse effects tend to be more promi-
nent in carers who appraise the health prob-
lems of their relative as stressful, who use
avoidant coping strategies, and who have low
social support (Haley et al., 1996).

Emotional wellbeing is often poor among
carers for dementing relatives, and some studies
have shown elevated levels of depression
(Schulz, O’Brien, Bookwala & Fleissner, 1995).
Cellular immune function is impaired, and
infectious illness episodes are prolonged
(Kiecolt-Glaser, Dura, Speicher, Trask &
Glaser, 1991). The rate of wound healing is
slowed, and there is some evidence for vacci-
nations being less successful (Kiecolt-Glaser,
Marucha, Malarkey, Mercado & Glaser, 1995).
Caregiving is also a risk factor for increased
mortality. Schulz and Beach (1999) tracked a
large sample of elderly informal carers and
non-carers over a 4-year period. After adjust-
ing statistically for age, race, education, stress-
ful life events, sex, and baseline health status,
individuals who provided care and who expe-
rienced caregiving strain had a 63 per cent
higher risk of dying than did non-caregivers.

Socioeconomic Position

There is an inverse relationship between
socioeconomic position, whether defined by

occupation, income, or educational attainment,
and morbidity and mortality from common
illnesses throughout the developed world
(Adler, Marmot, McEwen & Stewart, 1999).
Thus poorer and less educated sectors of society
have higher rates of perinatal mortality, child-
hood accidents, diabetes, coronary heart disease,
and many cancers. Some of this difference is
not due to stress, but to difference in living and
working conditions, exposure to pollutants and
hazardous environments, and the direct effects
of poverty (Evans & Kantrowitz, 2002). Health
behaviours such as smoking, food choice and
alcohol consumption make an important con-
tribution. However, it is likely that stress-
related factors also play a part. Many forms of
chronic stress are more common in lower
socioeconomic groups, including low job con-
trol, financial strain, neighbourhood living
problems and exposure to crime. There is a
positive relationship between sense of control
and socioeconomic position that contributes
to class differences in wellbeing. Protective
psychosocial resources may also be limited,
with higher rates of social isolation and less
active coping (Taylor & Seeman, 1999). In lab-
oratory studies, people in low socioeconomic
status positions show more prolonged cardio-
vascular stress responses, indicating distur-
bance of homeostatic adaptive mechanisms
(Steptoe et al., 2002). Children raised in
poverty have higher cortisol and epinephrine
excretion than do their more affluent peers
(Evans & English, 2002). Thus stress-related
psychobiological responses partly mediate
socioeconomic inequalities in health.

PROBLEMS IN ESTABLISHING
DEFINITIVE LINKS WITH ILLNESS

We have cited a number of instances in which
stress and morbidity are associated, but this
does not necessarily mean that stress plays a
causal role. There are a number of difficulties in
establishing a definitive link. First, the diseases
in which stress is implicated are typically multi-
factorial, with a range of genetic, biological, and
environmental determinants. It is not a case of
a disease being due either to stress or to other
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factors, but is one of stress processes contribut-
ing to aetiology to a variable extent in different
people and different conditions. This can make
it difficult to identify an independent role of
stress. Much clinical research on stress and
health is cross-sectional, so inferences about
causality cannot be drawn. Indeed, no single
type of scientific investigation is sufficient.
Rather, it is necessary to integrate evidence
from several sources: animal experiments,
prospective epidemiological surveys, clinical
investigations, and laboratory experiments.

Second, the impact of stress processes on
health is not all mediated through direct bio-
logical responses. As noted earlier, behavioural
responses also contribute. An elegant example
of behavioural mediation comes from studies
of the development of high blood pressure in
air traffic controllers. Air traffic control is a
stressful occupation with persistent high
demands and need for rapid decision-making
that carries great responsibility. It was estab-
lished 30 years ago that air traffic controllers
have increased risk of hypertension compared
with workers in similar environments doing
other jobs (Cobb & Rose, 1973). It was sup-
posed that this was due to persistent activation
of the sympathetic nervous system. But

DeFrank, Jenkins and Rose (1987) showed that
the occurrence of high blood pressure was pre-
ceded by marked increases in alcohol con-
sumption, and that this mediated the link
between work stress and morbidity.

A third problem in establishing causal links
between stress and disease is the wide variation
in individual responsivity. How is it that two
people have similar life experiences, yet one
becomes ill while the other remains healthy?
Why do some people contract infectious illness
while others experience increased risk of coro-
nary heart diseases when faced with chronic
stressors? Some of this variation is due to the
interplay of demands and resources outlined
in Figure 7.2. But in addition, it is necessary to
consider individual vulnerability factors. This
has lead to the stress–diathesis model, a
version of which is summarized in Figure 7.3.
The outcome of the stress process depends on
constitutional and biological risk factors that
determine whether the individual remains
healthy or develops coronary heart disease,
experiences musculoskeletal pain, shows exac-
erbation of autoimmune diseases, or suffers
other adverse effects. Some of the factors that
contribute to constitutional and biological risk
are outlined below.

Propensity to
biological stress responsivity
Genetic and early life factors

Ineffective coping, low social support
Temperamental disposition 

Exposure to conditions
provoking stress responsivity

Chronic life stress
Low socioeconomic status

Constitutional and
biological risk

Genetic factors, early life
Age, risk factors,

Health-compromising lifestyle 

Disease
Development
Progression

Figure 7.3 Stress-diathesis model: pathways linking the stress process with disease
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Genetic Factors

Genetic factors are probably responsible for
many of the differences between people in vul-
nerability to stress responses. They contribute
to most of the disorders that are affected by
stress, including depression, high blood pres-
sure, coronary heart disease, rheumatoid
arthritis, and diabetes. Twin studies indicate
that the magnitude of psychophysiological
responses is heritable (Hewitt & Turner, 1995).
Polymorphisms have been described in
processes involved in stress responses. For
instance, polymorphisms in alpha- and beta-
adrenergic genes affect the magnitude of
cardiovascular responses to mental stress
(McCaffery, Pogue-Geile, Ferrell, Petro &
Manuck, 2002).

Early Life Factors

Early life traumas not only have effects on
development, but also influence adult stress
responses. Early social isolation in non-human
primates leads to increased HPA activation,
impaired lymphocyte proliferation to mito-
gens, and increased norepinephrine turnover
in response to stress in adults (Suomi, 1997).
Research on depression has shown that the risk
of developing the disorder following adverse
life events among grown women is increased
by severe early trauma such as death of mother
while the patient was still a child (Brown &
Harris, 1989). Heim, Newport et al. (2000)
have reported an intriguing study of depressed
and non-depressed women, some of whom
had experienced sexual and physical abuse
during childhood. Cortisol responses to a stan-
dard laboratory stress protocol were height-
ened in those who were currently depressed
and had experienced early abuse, compared
with other groups.

Other Factors

Many of the medical conditions studied in health
psychology are more common in older adults. As
people age, a series of biological changes occur
that modify stress responses and reduce the

individual’s capacity to adapt homeostatically
(Seeman & Robbins, 1994). Several other factors
also contribute to biological vulnerability includ-
ing gender, ethnicity, physical fitness, and nutri-
tional status (see Steptoe, 1998).

STRESS AND SPECIFIC HEALTH
OUTCOMES

A second approach to studying the link
between stress and illness is to study the aetiol-
ogy of specific illnesses. This section therefore
outlines the role of stress in post-traumatic
stress disorder, depression, coronary heart dis-
ease, infectious illnesses, cancer, and autoim-
mune conditions.

Post-Traumatic Stress Disorder

Post-traumatic stress disorder (PTSD) is a con-
dition that is defined by exposure to a stressor,
and the aetiology of PTSD is assumed to be
firmly entrenched in exposure to extreme
stress. Post-traumatic stress disorder is formally
defined by the Diagnostic and Statistical Manual
of the American Psychiatric Association,
4th revision (DSM-IV), as a syndrome that
develops following an event where a person
experiences actual or threatened death/serious
injury, or threat to the physical integrity of self
or other; and where the person responded with
intense fear, helplessness or horror. Symptoms
fall into three main clusters that reflect the
multidimensional nature of stress responses
described earlier: re-experiencing the event
through intrusive thoughts, nightmares, or
flashbacks (cognitive and affective); avoidance
of factors associated with the event and emo-
tional numbing (affective and behavioural);
and signs of increased arousal such as hyper-
vigilance and irritability (behavioural and
physiological). For a diagnosis of PTSD, symp-
toms must cause significant distress or impair-
ment and must continue for longer than
1 month. A separate condition known as acute
stress disorder (ASD) has also been recognized,
although there has been controversy over the
validity of the construct (Marshall, Spitzer &
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Liebowitz, 1999). For a diagnosis of ASD,
symptoms must occur within a month of the
traumatic event and the individual must
exhibit avoidance as well as symptoms such as
numbing/detachment, reduced awareness of
surroundings, derealization, depersonaliza-
tion, and dissociative amnesia.

The traumatic stressors that elicit PTSD can
vary greatly, and are not necessarily uncom-
mon events like natural disasters. Symptoms
have been observed following events as varied
as war, sexual assault, road traffic accidents,
diagnosis of cancer, childbirth, myocardial
infarction, being the victim of crime, and child
abuse. It has also been reported in individuals
who have not directly experienced a traumatic
stressor but are close to another individual
who has been involved in a traumatic event
such as assault, homicide, disasters, or the
Holocaust (e.g., Baranowsky, Young, Johnson-
Douglas, Williams-Keeler & McCarrey, 1998).
A national survey in the USA carried out after
the 11 September 2001 terrorist attacks showed
that 17 per cent of adults living outside New
York City had post-traumatic symptoms
2 months after the events, declining to 5.8 per
cent 6 months later (Silver, Holman, McIntosh,
Poulin & Gil-Rivas, 2002). More controver-
sially, PTSD has even been suggested in people
who have not been exposed to an acute, severe
stressor either directly or indirectly. Scott and
Stradling (1994) detail case studies of PTSD
symptoms in people who did not experience
an identifiable acute stressor but were in cir-
cumstances of chronic duress, such as caring
for a terminally ill spouse. Whether this is a
justifiable extension of the construct of PTSD
is uncertain, since there is a danger that the
description is given to responses to any severe
aversive experiences.

Thus PTSD illustrates many of the difficul-
ties in understanding stress responses. First,
not everyone exposed to a severe stressor
develops PTSD. Second, not everyone who has
symptoms of PTSD has directly experienced a
severe stressor. In addition, many people
report positive changes in themselves or their
lives following a traumatic event such as
increased confidence in their ability to cope
and clearer recognition of what is important in

their lives. This has been called ‘post-traumatic
growth’. Therefore, even with PTSD, a
stress–diathesis model needs to be used, where
individual vulnerabilities interact with expo-
sure to a stressful event to determine the devel-
opment of the syndrome. Some of the
vulnerability factors that have been associated
with PTSD include being female, having a
history of trauma or psychological problems,
and having additional life events after the
trauma. For example, post-traumatic symp-
toms related to 11 September 2001 were more
common in women, in people with a previous
history of anxiety and depression, and in those
who coped by disengagement, denial and dis-
traction (Silver et al., 2002). Davidson and Foa
(1993) propose that the characteristics of the
event influence how important individual
differences in vulnerability are in determining
whether people develop PTSD. Individual
differences are not very important following
exposure to extreme stressors, since there is a
strong likelihood most people will experience
symptoms. Individual vulnerability plays a
larger part with less extreme stressors, such as
being mugged.

Models of PTSD that attempt to explain the
pathway between stress exposure and PTSD
primarily focus on cognitive processing. A par-
ticularly influential model is that of Horowitz
(1979, 1986). This model assumes that we have
a ‘completion tendency’ in which important
information needs to be processed until reality
and cognitive models match through processes
of assimilation or accommodation. Horowitz
contends that a severe stressor involves massive
amounts of internal and external information,
most of which cannot be matched with a
person’s cognitive schemata and so leads to
information overload. As the person cannot
deal with this information at the time it is hap-
pening, it is shunted out of awareness and
remains in an unprocessed, active state.
Avoidance, denial and numbing are employed
as defensive manoeuvres. However, because
the information remains active, it will intrude
into consciousness in the form of uncontrol-
lable thoughts, flashbacks, and nightmares,
until it is properly processed. When the con-
scious information becomes too distressing the
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individual will revert to avoidance, denial and
numbing. Thus a person oscillates between
intrusion and avoidance prior to full inte-
gration. Once fully processed, the trauma
memory is integrated and is therefore no
longer stored in an active state. PTSD may
arise when the trauma memory is not properly
processed and resolved, and therefore people
become trapped in oscillation between intru-
sions and avoidance.

More recent models of PTSD also focus on
cognitive processes during and after the event.
Brewin, Dalgleish and Joseph (1996) propose
there are two kinds of memory for events: ver-
bally accessible memories and situationally
accessible memories. They suggest that trauma
memories are situationally accessible and
therefore prone to automatic triggering by
related stimuli. Ehlers and Clark (2000) focus
on appraisal processes that they believe are crit-
ical in the development of PTSD, such as
mental defeat during the event and negative
appraisal of symptoms after the event. However,
cognitive models of PTSD can be criticized on
similar grounds to the transactional model of
stress, in that the focus on appraisal processes
ignores the influence of other factors such
as additional stressors and social support.
Therefore, even with a stress disorder such
as PTSD, it is necessary to take individual
vulnerability and environmental factors into
consideration.

Experiencing trauma may have implications
for physical health as well. It has been associ-
ated with self-reported health problems, use of
medical services, morbidity, and mortality.
Studies of female sexual assault victims show
they report more somatic symptoms and visit
their physicians more often than women who
have not experienced sexual assault (e.g., Koss,
Koss & Woodruff, 1991). Studies on war veter-
ans indicate that people with PTSD report
greater numbers of chronic health problems
and perceive their physical health as
significantly worse than those without PTSD
(Kulka et al., 1990). The mechanisms underly-
ing this link between trauma and physical
health are not clear. Like other mental health
problems, PTSD may lead to poorer social cir-
cumstances, such as unemployment, reduced

financial means and restricted social contact,
which in turn may affect physical health. It is
also highly comorbid with other psychological
disorders. The US National Comorbidity
Survey showed that 88 per cent of men and
79 per cent of women with PTSD fulfilled
criteria for another psychological disorder –
usually major depressive disorder (Kessler,
Sonnega, Bromet, Hughes & Nelson, 1995). In
addition, the association between trauma and
health may be due to physiological responses
to trauma. In common with other stress condi-
tions, the responses in people with PTSD
include increased sympathetic nervous system
reactivity to trauma-related stimuli, and high
levels of circulating epinephrine and norepi-
nephrine have been recorded. Yet, paradoxi-
cally, people with PTSD show a decreased
cortisol response to stress, which suggests that
HPA axis function may be altered following
exposure to a traumatic event (Yehuda, 1998).
The explanation is uncertain, but this
hypocortisolism may be due to alterations in
peripheral metabolism or to reduced central
activation of the HPA axis (Heim et al., 2000).

Depression

Depression is a good example of a stress out-
come that is determined by a complex interac-
tion between genetic or biological vulnerability,
individual vulnerability (e.g., gender, low self-
esteem), social factors (e.g., low socioeconomic
status, low levels of support), and environmen-
tal factors (e.g., poverty and deprivation). In
fact an enduring, if controversial, distinction
is made between endogenous and reactive
depression. At one extreme, reactive depression
is thought to develop as a reaction to stressors.
For example, research following the Mount St
Helens volcanic eruption found that three
mental disorders increased in the year follow-
ing the disaster. These were PTSD, generalized
anxiety disorder, and single-episode depression
(Shore, Vollmer & Tatum, 1989). Davidson and
Fairbank draw on this to suggest ‘the possibility
that there exists a subtype of depression follow-
ing trauma (‘posttraumatic depression’) … A
person might thus experience such a posttrau-
matic depressive reaction, without meeting
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diagnostic criteria for PTSD’ (1993: 167). At the
other extreme, endogenous depression is due to
biological and/or genetic vulnerability, which
implies that an individual could develop
depression regardless of circumstances and
exposure to stress. Psychiatric diagnostic
schemes such as DSM-IV concentrate on
symptom presentation rather than assumed
aetiology, and distinguish between major
depressive disorder, minor depression, dys-
thymic disorder, and bipolar disorder.

Thus depression can differ widely in its pre-
sentation and possible aetiology. For unipolar
depression, the link between stress and depres-
sion is well established. Early research using
the life events approach found moderate asso-
ciations between life events and depression in
both community and clinical samples (e.g.,
Billings & Moos, 1982). Chronic stressors such
as poverty and unemployment are also associ-
ated with increased risk of depression, but
commonly interact with biological vulnerabil-
ity. For example, Kendler et al. (1995) found
that although experiencing a severe stressor
was generally predictive of depression, risk was
highest in women who both experienced a
severe stressor and had a genetic vulnerability
to depression (these women were monozygotic
twins whose twin had a history of depression).

It would appear that the stress–diathesis
approach is most appropriate when consider-
ing the aetiology of depression, with the
diathesis being in the cognitive domain. A
number of models have been put forward,
initially by theorists looking at cognitive vul-
nerability to depression, such as Beck’s (1967)
theory and hopelessness theory (Abramson,
Alloy & Metalsky, 1989). These suggest that
early life experiences result in dysfunctional
cognitive schemata that can then be activated
by stressful life events. Dysfunctional schemata
mean that people will appraise and interpret
events in a way that is more likely to result in
depression. Brown and Harris (1989) have put
forward a slightly different stress–diathesis
model where the characteristics of the stressor
and the psychosocial context in which they
occur are considered critical in determining
a person’s appraisal and response to the
event. They propose that depression occurs in

response to major life events or chronic strain,
but not in response to minor or moderate
stressors – however chronic. Brown and Harris
also propose that risk of depression is higher if
the event involves loss and is salient to a role
that is important to the individual. Research
has shown that vulnerability to depression is
increased by a number of psychological and
social factors, for example, social conditions,
low levels of support, low self-esteem, and
childhood adversity. More recent stress–
diathesis approaches have tried to account for
gender differences in depression and the emer-
gence of the condition in adolescence (Hankin &
Abramson, 2001).

Depression has important implications for
physical health. The most obvious is the
increased risk of suicide, as it is estimated that
between 10 and 15 per cent of people with
major depressive disorder are likely to commit
suicide (Clark & Fawcett, 1992). Population-
based studies also find an association between
depressive mood disturbance and suicide and
parasuicide (Diekstra, 1990). In addition,
many depressed people have altered physiolog-
ical responses to stress with increased levels of
cortisol and corticotropin releasing factor, sug-
gesting dysregulation of the HPA. Longitudinal
studies have established that depression is
associated with increased mortality due to
medical problems or accidents, and is relevant
to cardiovascular and other diseases, as
detailed below.

Coronary Heart Disease

Coronary heart disease is the physical condi-
tion for which there is perhaps the most com-
prehensive evidence for a causal role of stress
(Stansfeld & Marmot, 2002). The underlying
problem in coronary heart disease is coronary
atherosclerosis, a process involving inflamma-
tion of the lining of blood vessels leading to
the progressive accumulation of lipid, macro-
phages and smooth muscle cells in the walls of
coronary arteries. This starts early in life and
continues for decades without clinical conse-
quences. The disease typically comes to light
at an advanced stage with angina pectoris,
myocardial infarction, or sudden cardiac
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death. Stress factors contribute both to the
long-term development of coronary athero-
sclerosis, and to the triggering of cardiac events
in patients with established disease.

The influence of stress on long-term aetiol-
ogy is seen most clearly in animal studies.
Research involving cynomolgus macaques has
shown in randomized trials that social stress
leads to more rapid progression of atheroscle-
rosis (Kaplan et al., 1983). Social stress also
provokes disturbances in vascular endothelial
function, and the deposition of abdominal fat.
At the same time, individual differences are rel-
evant, with greater atherosclerosis in animals
that are more stress responsive (Manuck,
Kaplan & Clarkson, 1983).

In humans, prospective epidemiological
studies have found that stress-related factors
predict future coronary heart disease in sam-
ples that were originally disease-free. The most
consistent evidence is for work characteristics
such as low job control, for depressive symp-
toms, and for social isolation, while the data
relating to hostility are also suggestive
(Stansfeld & Marmot, 2002).

Laboratory studies have thrown light on the
mechanisms that might be involved. Acute
mental stress elicits disturbances in vascular
endothelial function, an early stage of the
atherogenic process that may render the blood
vessel walls permeable to lipids and macro-
phages (Ghiadoni et al., 2000). Stress also elicits
increases in blood pressure, mobilizes lipids,
and induces a prothrombotic state in clotting
mechanisms that predisposes to thrombus for-
mation (von Kanel, Mills, Fainman & Dimsdale,
2001). The combination of heightened stress
responsivity and exposure to chronic stress-
provoking conditions such as high job demands
or low socioeconomic status has been shown to
predict accelerated development of atheroscle-
rosis (Everson et al., 1997).

New methods of imaging cardiac function
non-invasively have demonstrated that in a
proportion of people with heart disease,
mental stress can induce transient myocardial
ischaemia (Rozanski, Blumenthal & Kaplan,
1999). These abnormalities of cardiac function
are typically ‘silent’, and are not accompanied
by chest pain. The implication is that the

cardiac function of patients with coronary
heart disease is frequently impaired by stress
processes without them being aware of it.
A number of studies have now shown that
patients who show mental stress-induced
myocardial ischaemia are at increased risk for
future cardiac events (see Strike & Steptoe,
2003). This process may underlie cases in
which myocardial infarction appears to have
been triggered by emotional stress.

An issue of intense concern over recent years
is whether depression in the days following
myocardial infarction has adverse effects on
prognosis and survival. The data are not all
consistent, but a number of studies have shown
that even moderate depressive responses are
predictive of poor outcome (Ziegelstein, 2001).
A counter-view is that depression following
acute cardiac events is a product either of the
disease process, or of awareness that the out-
look for survival is poor. It certainly appears
that depressed patients are less adherent to
medication and lifestyle advice, and this will
contribute to unfavourable outcomes. But there
is also the possibility that emotional responses
stimulate disturbances in the autonomic con-
trol of the heart that increase vulnerability
(Carney et al., 2001).

Infectious Illness

Stress does not cause infectious illness.
However, it may reduce bodily defences by
impairing immune responses and mucosal
protection. If an episode of stress-induced
impaired immunity coincides with exposure to
an infectious agent (such as a bacterium or
virus), then illness may be more likely to occur.

The ideal study of this process is a longitudi-
nal investigation in which psychosocial factors
are monitored together with measures of bodily
defences, exposure to infectious agents, and ill-
ness. Research of this type is technically difficult
to conduct, and requires a very high level of
cooperation from participants. The most con-
vincing evidence to date has come from studies
in which infectious agents were administered
experimentally. Cohen, Tyrrell and Smith (1991)
studied volunteers who agreed to be given a
standard dose of common cold virus, and found
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that the likelihood of infection and clinical
illness was positively associated with levels of
recent life stress. Later analyses suggested that
infection rate was predicted by negative affect
and subjectively rated stress, while illness itself
was associated with negative life events. These
findings have been replicated in other studies
that have also shown illness to be more likely in
individuals with smaller social networks
(Cohen, Doyle, Skoner, Rabin & Gwaltney,
1997). Associations with the production of the
cytokine interleukin 6 have also been described.

Naturalistic studies have not been able to
document the complete pattern of stress
responses leading to reduced immune defences,
exposure to infective agents, and subsequent
illness. Stressful episodes could raise risk of
infectious illness by increasing exposure to
infection (if, for example, people become socially
more active), or by changes in health behav-
iours such as smoking and alcohol consump-
tion. However, one longitudinal study of upper
respiratory infection has found that the occur-
rence of illness was predicted by elevations in
subjective stress coupled with relatively low
immune responses to standardized mental
stress (Cohen et al., 2002). An investigation of
women with genital herpes showed that those
who reported stressful situations lasting more
than a week were more likely to suffer a recur-
rence of the infection, possibly due to the fail-
ure of the immune system to keep the latent
infection under control (Cohen et al., 1999).

Stress and Cancer

Few topics in the field of psychological factors
and health have attracted so much interest as
cancer. The fact that immune and neuroen-
docrine systems contribute to host resistance
against some cancers, and that stress can affect
these biological responses, provides a func-
tional basis for an influence of stress on cancer.
A number of animal studies have shown that
the progression of experimentally induced
malignancy is affected by behavioural stress.
For example, Visintainer, Volpicelli and
Seligman (1982) implanted sarcoma tumours
in rats that were exposed to inescapable

electric shock, matched escapable shock, or no
shock. The likelihood of tumour rejection
(reflecting effective body defences) was greater
in the escapable and no shock conditions than
in the inescapable condition, indicating the
benefits of stress controllability.

In humans, a large literature has accumu-
lated concerning the influence of life stress,
depression, and coping responses on cancer
development and progression. However, the
consensus of well-conducted studies is that
there are no convincing associations. For exam-
ple, case-control studies suggest that serious life
events or chronic stresses predicted the onset
and recurrence of breast cancer, but many of
these are methodologically weak, and the asso-
ciation has not been confirmed in prospective
designs (Graham et al., 2002; McGee, Williams &
Elwood, 1996). Large-scale longitudinal studies
of depression have failed to confirm any associ-
ation with cancer risk, except in as much as
depressed people smoke more (Dalton, Boesen,
Ross, Schapiro & Johansen, 2002; Kaplan &
Reynolds, 1988). The literature relating cancer
survival and recurrence with mental attitudes
such as helplessness, fighting spirit, positive
thinking, avoidance, and fatalism has recently
been systemically reviewed (Petticrew, Bell &
Hunter, 2002). Little consistent evidence for the
impact of these coping responses was found.
A general problem in this field has been the use
of small samples, inadequate control for con-
founding factors, and retrospective designs in
which psychosocial variables are assessed in
patients after diagnosis, or when patients are at
least partially aware of their prognosis. It is pos-
sible that future studies will delineate a more
definite role of the stress process in cancer, but
at present the literature is equivocal.

Autoimmune Conditions

There are intimate relationships between
stress, disease, and adaptation in autoimmune
conditions such as rheumatoid arthritis, type
I (insulin-dependent) diabetes, systemic lupus
erythematosus, and bronchial asthma. However,
in none of these cases is there strong evidence
for stress processes being part of the primary
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aetiology of the condition (Conway et al., 1994;
Gonder-Frederick, Cox & Ritterband, 2002;
Herrmann, Scholmerich & Straub, 2000).
Rather, stress processes aggravate the severity
of these chronic disorders and may be involved
in episodes of acute exacerbation.

Many aspects of the stress process outlined in
this chapter are implicated in autoimmune con-
ditions. Thus personal stressors and negative
emotions have been related to disturbances of
glycaemic control in diabetes (Lloyd et al.,
1999), and to increased airways resistance in
bronchial asthma (Ritz & Steptoe, 2000). In a
study of women suffering from systemic lupus
erythematosus, it was found that changes in
functional ability over an 8-month period were
predicted by negative life events independently
of baseline function and depressive state (Da
Costa et al., 1999). Zautra, Hamilton, Potter and
Smith (1999) assessed life events weekly in
patients with rheumatoid arthritis, patients
with osteoarthritis, and healthy controls.
Clinical examinations were also carried out, and
these indicated that disease activity was worse
during high-stress weeks, particularly in the
more depressed patients. Sense of helplessness
has been related to disability in arthritic condi-
tions, and has been shown to mediate part of
the socioeconomic gradient in mortality in
patients with rheumatoid arthritis (Callahan,
Cordray, Wells & Pincus, 1996).

The links between stress and disease are
mediated rather differently in these conditions
compared with the other disorders discussed in
this chapter. Much of the association is proba-
bly mediated through behavioural pathways,
specifically self-care behaviours. For example,
adherence to medication in asthma, and adher-
ence to advice concerning activity and diet in
diabetes, are affected by stress and have a direct
impact on clinical outcome. Biologically,
autoimmune conditions are different from
other diseases in that many are characterized by
inflammatory responses that would normally
be suppressed by cortisol. Indeed cortico-
steroids are used in the treatment of arthritis
and systemic lupus erythematosus. Likewise in
bronchial asthma, bronchoconstriction is stim-
ulated in part by activity of the parasympa-
thetic nervous system, while drugs that activate

the sympathetic nervous system are used in
treatment. Paradoxically, these patterns would
suggest that conventional physiological stress
responses (heightened cortisol output and
sympathetic activation) would be beneficial for
autoimmune conditions rather than deleteri-
ous. The mechanisms are not yet understood,
but there is evidence that these stress-related
responses are reduced in autoimmune condi-
tions (Sternberg, 2001).

STRESS MANAGEMENT

Stress management is a very extensive field of
research and practice, and space prohibits a
full discussion of methods and outcomes.
Instead, we will outline the principles of stress
management as they relate to the stress models
detailed in Figures 7.2 and 7.3.

It is evident from Figure 7.2 that, theoretically,
stress management could address several differ-
ent stages of the transactional process. First,
reduction of stress responses could be achieved
by modifying demands, or exposure to poten-
tially stressful conditions. This is not always
possible of course, but if a source of stress is
modified or removed, then the rest of the
process will also be eliminated. Initiatives in the
workplace such as job redesign, management of
marital conflict, respite support for carers, and
anti-bullying programmes are all based on
this principle. Second, stress responses can be
ameliorated through bolstering psychosocial
resources, for example by providing additional
social support. Third, stress management can
target the cognitive appraisal process, and
this underlies many cognitive-behavioural
interventions, cognitive restructuring (apprais-
ing unalterable stressful conditions more
benignly), and assertiveness training. Fourth,
stress management can address stress responses
directly, through relaxation training, biofeedback,
and meditation techniques. Finally, it is likely
that the impact of stress responses may be
reduced by enhancing the biological resistance
factors outlined in Figure 7.3. Hence nutritional
interventions and exercise training can also be
regarded as relevant to stress management.
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Many different interventions fall under the
general rubric of stress management. Some are
comprehensive, addressing several different
elements of the stress process, so the critical
ingredient is difficult to define. For instance,
the influential Lifestyle Heart Trial, which
showed that lifestyle interventions can delay the
progression of coronary atherosclerosis in
patients with coronary artery disease, involved
social support groups, stress management
techniques like relaxation and breathing exer-
cises, a prescribed physical exercise pro-
gramme, smoking cessation and a low-fat
vegetarian diet (Ornish et al., 1990). A more
recent large-scale randomized trial that
demonstrated the benefits of an intervention
for the mental health and adaptation of
children of divorced parents included group
sessions focusing on effective coping, the
reduction of negative thoughts about divorce
stressors, and improving mother–child rela-
tionships (Wolchik et al., 2002). Even a single
type of intervention can have markedly vari-
able effects depending on the population
involved and the outcomes being assessed.

The fact that a process is implicated in stress
responses does not necessarily mean that modi-
fications of it will be beneficial. A controversial
example is social support interventions, which
have been applied to various problems on the
assumption that augmenting the limited social
resources of stressed individuals will aid adapta-
tion. There is growing evidence that some types
of support interventions may not be helpful,
even when applied with the best of intentions.
For example, a large study of psychosocial sup-
port during high-risk pregnancies in econo-
mically deprived women in South America
involved visiting women on several occasions,
offering them emotional support and health
education advice (Villar et al., 1992). This had
no effect on reducing the incidence of low birth
weight, or on maternal and neonatal health.
Helgeson, Cohen, Schulz and Yasko (1999)
compared women with breast cancer random-
ized to educational groups and support groups
that focused on feelings and discussion of prob-
lems. Positive effects on adjustment and well-
being emerged for the education groups but not

for the peer discussion groups. Indeed, the latter
did harm to some patients, who ended up less
satisfied with the social support they obtained
from their partners. A more recent study of
supportive-expressive groups for patients with
systemic lupus erythematosus showed no impor-
tant clinical differences between conditions after
1 year (Dobkin et al., 2002).

Another important issue concerns the
expected effects of stress management. These
methods are applied in health psychology with
two broad aims: improving the emotional well-
being or quality of life of patients with medical
conditions, and modifying disease processes
directly. The evidence for beneficial effects is
greater for the first than the second of these aims.
Thus in patients with cancer, meta-analyses
indicate that psychological intervention pro-
duces at least short-term improvements in anxi-
ety reduction (Sheard & Maguire, 1999). Studies
of patients following myocardial infarction have
also shown improvements in psychological
wellbeing and quality of life with a range of
stress management methods (Linden, Stossel &
Maurice, 1996). Impact on physical endpoints
has proved more elusive. Convincing evidence
has emerged for conditions such as recurrent
headache (Holroyd, 2002). But despite the
much vaunted effects of supportive-expressive
group interventions in breast cancer described
by Spiegel, Bloom, Kraemer and Gottheil
(1989), more recent and larger studies have gen-
erated predominately null results (Andersen,
2002). In an era when medical and surgical
treatments are changing rapidly, it is difficult to
mount an adequately powered study of stress
management in which all possible confounders
are precisely monitored. However, attempting to
improve quality of life is itself a laudable aim,
and should not be ignored in the search for
methods of prolonging survival.
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INTRODUCTION

As the number of chronic diseases is legion,
each having a different impact on function and
quality of life, our chapter must necessarily be
limited in scope. The contents of our chapter
are as follows. First, we will introduce the idea
that people’s mental models or representations
of a chronic disease are shaped by its biological
features. Thus, the content of the representa-
tion and its similarity with prior illness repre-
sentations will determine the degree to which
the illness is experienced as stressful. Second,
although chronic illness as a stressor is similar
in many ways to other life stressors, for
example job loss, marital discord, and so on, we
suggest a specific way   in which it differs quan-
titatively, if not qualitatively, from other stres-
sors. We then review three frameworks or
models for viewing and assessing the effects of
chronic illness on the individual’s life: (1) the
biomedical framework, (2) the stress-coping
framework, and (3) a self-regulation frame-
work which describes behavior in the face of

chronic illness from the perspective of the sick
individual in his or her social and cultural con-
text. We describe each of these approaches and
their strengths and weaknesses. Our review of
these frameworks highlights three themes. The
first is the close connection between the bio-
medical framework and the self-regulation
analysis of adaptation to chronic illness and
their sometimes paradoxical differences. The
second is the ongoing assimilation and trans-
formation of stress-coping concepts into the
self-regulation framework. The third is the
recognition of the gaps in empirical study of
the processes involved in understanding how
the social and cultural context affects the way in
which individuals think about, and cope and
learn to live with, chronic illness. A further
section comments briefly on two topics of
special interest to investigators focused on adap-
tation to chronic illness: adherence to treatment,
and emotional responses to chronic illness. Our
analysis will elaborate insights into these topics
from the perspective of self-regulation theory.

The concluding section will summarize
the themes that we believe are central to the
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development of theory for understanding
adaptations to chronic illnesses and for improv-
ing practice for assisting patients with the man-
agement of their chronic conditions. One such
theme is the transition from acute to chronic
self-management or their effective combina-
tion, a problem faced by most individuals
whose lifetime of illness experience has been
with self-limited, acute conditions and who
now face the never ending tasks of managing a
chronic disease. Both the transition from acute
to chronic management, and the alternative of
their combination, require reconceptualizing
illness and may require changes in self-identity.
In this final section we also comment on the
importance of using self-regulation theory in
the design of clinical trials.

LIFE STRESS, CHRONIC ILLNESS, AND
SPECIFIC DISEASES

What Is a Chronic Illness?

Most chronic illnesses share five important bio-
logical characteristics: (1) they are systemic,
affecting multiple body systems and a wide
range of physical and social functions; (2) they
are lifespan problems, that is, they develop over
many years though most become clinically vis-
ible only in late middle age, that is 60 years of
age and over; (3) they can be controlled but few
can be cured (e.g., Bahls & Fogarty, 2002);
(4) many, though not all, have an insidious
character, that is, they impinge gradually on an
increasingly wide range of life activities; and
(5) many are characterized by relatively quiet,
tonic phases, punctuated by severe, episodic
flares or dramatic onset of complications.

What has been called adult onset, or type II,
diabetes is an excellent example of a chronic con-
dition. Although it has begun to appear among
teenagers due to the ‘epidemic’ of obesity, which
is especially severe among many Native American
populations, type II diabetes typically develops
gradually, manifesting itself clinically in the late
sixth and the seventh and eighth decades of life
(Mokdad et al., 2001). The systemic effects of dia-
betes impinge upon a wide range of organ sys-
tems and impact multiple areas of daily function.
Chronic elevation of blood sugar affects the

circulatory system and heart, the kidneys, and the
sensory-perceptual system (vision and loss of
peripheral sensation in the feet leading to ulcers
and threat of amputation). These complications
intrude on the performance of daily activities
ranging from walking to reading. Similarly,
pulmonary disease and cancers are systemic with
complex and relatively lengthy developmental
histories. They typically become symptomatic in
late middle to early old age, and affect multiple
organ systems. For example, pulmonary disease
impacts the cardiovascular system, and cancers,
when metastatic, can destroy tissues and function
in multiple organ systems. Both the pre-clinical
and clinical features of these diseases involve the
interaction of lifestyle factors such as diet, inac-
tivity, cigarette smoking, and so on, with physio-
logical processes including gene expression.

Although diabetes and pulmonary disease
(e.g., asthma and chronic obstructive pul-
monary disease) are chronic, the intensity of
their impact varies both across individuals and
within the lifetime of any single individual. For
example, asthma affects 17 million Americans,
the prevalence and number of deaths from
asthma having doubled from 1980 to 1996
(Mannino et al., 2002), with costs exceeding
$11 billion per year by 1988 (National Heart,
Lung, and Blood Institute, 1998; Weiss, Sullivan
& Lyttle, 2000). Although asthma affects all
races and ethnic groups, it disproportionately
affects minority, inner city, and low income
populations. Asthmatics experience quiet peri-
ods punctuated by attacks of breathlessness.
Diabetics, on the other hand, may be experi-
encing occasional bouts of symptoms due to
excessive use of insulin, but their lives can con-
tinue in a fairly normal manner until chronic
elevation of blood sugar leads to heart attacks,
strokes, blindness, kidney failure, and neuro-
logical dysfunction, including digestive disor-
ders and painful foot neuropathy that may
result in amputation (UK Prospective Diabetes
Study (UKPDS) Group, 1998).

As our experiential-perceptual systems are
designed to detect changes, it should come as
no surprise that diseases that are characterized
by severe episodes separated by quiet periods
will often be understood and managed as
though they are acute conditions. Diseases that
are silent at onset may be met with surprise,
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bewilderment, and fear when diagnosed (e.g.,
‘I felt fine’, ‘Didn’t know I was sick’). Because the
cognitive and emotional systems will focus on
episodic flares, self-management will target
these acute flares and ignore tonic, or quies-
cent periods, an outcome that may be inappro-
priate for effective, long term control (Halm,
Sturm, Mora & Leventhal, 2003). Finally, the
genetic revolution is introducing new ambigu-
ity respecting the meaning of chronic illness.
Testing for genes known to predict clinical dis-
ease prior to the appearance of symptoms or
physiological dysfunction can raise questions,
both for the layperson and clinician, for exam-
ple when can/should someone be designated as
‘sick’ (Baron, 1985)? 

Biology does not operate in a vacuum;
somatic stimuli are interpreted in light of past
illness experience, social observation, informa-
tion from others, and mass media messages that
reflect current happenings and cultural beliefs.
For example, inappropriate self-management of
asthma (using medication only when sympto-
matic) can reflect the inaccurate perception that
asthma is a series of acute attacks separated by
periods in which one is completely well. An
acute representation of this chronic illness likely
reflects prior years of experience with acute
colds, headaches and gastrointestinal condi-
tions. Acute representations are often reinforced
by family and friends who also are impressed by
the episodic flares of chronic conditions and
eager to see asymptomatic periods as signs of
health and cure. Indeed, there is no inconsis-
tency between the pressure that can be exerted
upon an individual by family and friends to seek
medical care in order to evaluate, treat and cure
symptoms and physical dysfunction (Cameron,
Leventhal & Leventhal, 1993; Zola, 1973), and
the reluctance of these same others to accept a
condition as chronic and as a threat to signifi-
cant life plans and to life itself. Institutional fac-
tors and biomedical themes may also encourage
an acute outlook. The emphasis upon cures by
means of antibiotics and surgery and the desire
to see disease as vanquished when a patient
departs the hospital can also reinforce the com-
mon-sense view that chronic diseases are little
different from acute, curable conditions. In
summary, the shift from a mental representa-
tion of acute illnesses and the strategies and

specific procedures for their management to the
mental representations, procedures and strate-
gies for living with chronic conditions poses a
major cognitive hurdle for most people, and this
shift can be resisted both by the individual and
by family and friends and can become a source
of considerable emotional distress.

Living with chronic illness does not end with
the properties of the disease; formal and infor-
mal treatments (Chrisman & Kleinman, 1983)
and a wide range of self-care activities (Ory &
DeFriese, 1998) are an integral part of the
adaptive process. In addition to their impact on
the disease and its symptoms, these interven-
tions and lifestyle changes also have mental
representations (i.e., identities, expected time
frames, expected efficacies). Some procedures,
as with the illnesses they treat, may be life
threatening, and many are self-administered and
lifelong. Practitioners, patients and families and
friends are likely to have beliefs about how a
procedure produces its effects, for example
surgery removes a tumor and repairs a clogged
artery, and they are likely to hold expectations
as to how effective they are in controlling the
disease outcome (Horne, 1997, 2003).

In summary, life with chronic illness is typi-
cally a complex affair as the number of such
diseases an individual will confront increases
with age. Nearly 100 million US citizens are
affected by chronic conditions, 41 million have
limitations in activities of daily living due to
chronic illness, and 12 million are unable to live
independently because of them. Individuals
over 65 years of age are dealing with an average
of 2.2 chronic conditions for which they are
taking multiple medications (Hoffman, Rice &
Sung, 1996; Rothenberg & Koplan, 1990). In
short, much of the ‘treatment’ for controlling
and preventing chronic illnesses requires daily,
at-home performance by the patient over a life-
time. The need to perform an ongoing series of
minor and major tasks will affect an individ-
ual’s physical and psychological status and alter
the lives of those with whom he or she lives.

Life Stress and Chronic Illness

Investigations of adaptation to chronic illness
often follow the same model as that used to
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study adaptation to other life stressors. Is it
reasonable, however, to assume that the same
concepts and models can be used to study
adaptation to cancer, arthritis, diabetes, asthma
and Alzheimer’s disease as are used to study
adaptation to stressors such as preparing for
examinations for medical school (Kiecolt-
Glaser et al., 1984), managing job loss (Pearlin,
1989), living within a 10 mile radius of a
nuclear accident (Collins, Baum & Singer,
1983), caring for a family member with demen-
tia (Kiecolt-Glaser, Dura, Speicher, Trask &
Glaser, 1991), and living in a conflicted marital
relationship (Kiecolt-Glaser, Bane, Glaser &
Malarkey, 2003)? The underlying notion unify-
ing these studies is that stressors, no matter
how diverse they may be, can be described in
terms of the extent or intensity of the demand
they make upon the individual’s adaptive
resources (Lazarus & Folkman, 1984) and/or
the individual’s coping resources or sense of
personal efficacy (Bandura, 1977, 1989).

Features differentiating chronic
illnesses from other stressors

Many life stressors share properties with one or
more chronic illnesses. Some, such as marital
conflict, pose prolonged threats to valued life
goals, but even these are potentially terminable,
and a few, such as combat service, pose threats
to life itself. In addition, some, such as nuclear
accidents and job loss, may appear with very
brief or no prior warning as do many cancers.
As both non-illnesses and chronic illnesses
require preparation for effective management,
make demands on resources and bear a degree
of uncertainty regarding future outcomes, they
present the conditions for the elicitation of
negative affects such as anxiety, fear, and
depression (Scherer, 1999a, 1999b).

Chronic illnesses differ, however, in signifi-
cant ways from other stressors. First, they are
universal, and therefore shared. One or more
chronic illnesses will strike almost all of us and
be with us for the remainder of life; even the
most fortunate will have detectable signs of
osteoarthritis, arteriosclerosis, and sensory
deficits. Second, as they are internal, chronic ill-
nesses undermine the physical and psychological

resources necessary for successful adaptation.
And as the majority of chronic illnesses appear
later in the lifespan, they become clinically
evident when resources are on the decline. Thus,
the chronically ill individual needs to develop
skills for the allocation and replenishment of
resources although s/he is in a physically weak-
ened state and under a high level of uncer-
tainty respecting future needs and the future
size of his or her pool of physical and mental
energy (Leventhal & Crouch, 1997; Leventhal,
Rabin, Leventhal & Burns, 2001). In addition
to striking when resources are on the decline,
chronic conditions do not typically appear
alone. As stated earlier, the average 65-year-old
will be dealing with 2.2 chronic conditions,
each of which presents common and unique
problems for management and each of which
directly attacks an already diminished pool of
personal resources. Thus, because the stressors
of chronic illnesses often appear when the indi-
vidual’s social and psychological resources as
well as his or her physical resources are declining,
they create additional problems for optimiza-
tion of function (Baltes & Baltes, 1990;
Leventhal & Crouch, 1997). Resource alloca-
tion is a lifespan problem, and difficulties
and/or failures in appropriate allocation may
be a cause of aging (Kirkwood & Austad,
2000). Thus, not only are chronic illnesses
inescapable and to be lived with for life, but
virtually none can be mastered with intense,
short term expenditures of energy and rele-
gated to the dim past.

Third, regardless of the age at which they are
clinically evident, most chronic illnesses
develop over years and decades. Cardiovascular
and coronary diseases are an excellent exam-
ple. Although myocardial infarction, the lead-
ing cause of mortality, strikes in the 50s and 60s
for men, and in the 60s and 70s for women
(Link & Tanner, 2001), the changes preceding
their clinical manifestation are evident in the
second and third decades of life. Similarly,
although most cancers occur later in life – for
example, the incidence of breast cancers is
highest for women in their early 70s, and
virtually 75 per cent of men older than 85 years
will have some form of prostate cancer
(Gronberg, 2003) – the sequence of cellular
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changes needed for a cancerous growth may
require years or decades prior to the appear-
ance of clinical signs.

Fourth, the actions required to minimize
and control the severity of chronic illness may
have side effects that are seemingly as disrup-
tive of life and physically invasive and life
threatening as the illness itself. For example,
the surgical and chemotherapy treatments for
breast and colon cancer are debilitating and
disruptive of other life activities, and they are
often experienced as more threatening than
the cancers they are designed to control and
hopefully ‘cure’. Individuals with coronary dis-
ease will benefit if they engage in a level of
exercise appropriate for enhancing the vigor
and reserve of the cardiovascular system
(Curfman, 1993), though excesses in these
routines can generate chest pain and the realis-
tic threat of cardiac decompensation and death
(Mittleman et al., 1993). Similarly, the diabetic
can experience the symptoms of hyper-
glycemia due to insulin deficit and the oppos-
ing symptoms and threat of unconsciousness
from hypoglycemia from excessive doses of
insulin (Farkas-Hirsch, 1998: 99–120). And
the behaviors recommended for the control of
cardiovascular disease and diabetes require
major lifestyle changes, many of which are dif-
ficult to make and require cooperation and
lifestyle changes from family members. Finally,
quite different self-care procedures may be
involved in managing the dramatic episodes
and stabilizing the background of chronic ill-
ness, and these procedures can work against
one another. For example, two-thirds or more
of asthmatics do not make use of recom-
mended daily inhaled corticosteroids (Diette
et al., 2001), yet many are overly eager to self-
medicate with beta agonists in the face of an
asthmatic attack (Boulet, 1998; Diette et al.,
2001; van Grunsven, 2001). Thus, although the
stresses and adaptive demands of chronic ill-
ness will be similar to other recurrent stressors,
these procedures are often experienced as
double-edged swords whose life saving proper-
ties are counterbalanced by risk of death.

Fifth, chronic illnesses can generate high
and long lasting levels of emotional distress.
An array of negative affects, for example

depression, anxiety, and pain related distress,
can be generated by physiological, functional
and psychological paths. At the physiological
level, chronic illness can have direct effects on
negative affect by depleting neuro-endocrine
resources and/or by activating cytokines that
generate fatigue and immobility (Swain, 2000).
Behavioral dysfunctions leading to disruption
of social and economic activities represent a
second pathway to depressive affect (Zeiss,
Lewinsohn, Rohde & Seeley, 1996). Finally, the
features of chronic illness, namely that they are
internal, stable and/or worsening, creating
essentially uncontrollable dysfunction, overlap
with the conditions presumed to underlie
depression (Seligman, 1975). Although these
three pathways insure an overlap between
chronic illness and depression, the resulting
psychological morbidity or ‘disease related
distress’ rarely meets the DSM-IV definition
of major depressive disorder (Coyne, Benazon,
Gaba, Calzone & Weber, 2000; Coyne,
Thompson, Klinkman & Nease, 2002; Coyne,
Thompson, Palmer, Kagee & Maunsell, 2000).

Finally, chronic illnesses are embedded in a
context of both cultural meanings and institu-
tional structures that may include frequent
contacts with a variety of specialists, insuring
their differentiation from many other life stres-
sors. Most individuals have had multiple con-
tacts with the formal, traditional medical care
system prior to the onset of most chronic ill-
nesses, and the medical care system offers a
complex set of institutions and roles for dealing
with serious, chronic conditions. A lifetime of
contacts with medical practitioners for annual
or employment physicals, and for treatment for
acute injuries and infectious conditions, occa-
sional hospitalization for more serious, short
term conditions, and contacts with both
medical and life insurers, create a web of inter-
actions and skills that shape how chronic ill-
nesses are viewed, detected, treated and
responded to. An equally complex informal sys-
tem, comprising interpersonal contacts, inter-
net sites and chat rooms (Gustafson et al., 1999,
2000), provides testimonials as to the nature of
specific chronic diseases and how to identify
and treat them so as to minimize their impact on
life (Chrisman & Kleinman, 1983). Television,
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magazines and newspapers, health food sections
in supermarkets and retail establishments and
health clubs dedicated to nutrition and exer-
cise, promote specific procedures for prevent-
ing, treating and controlling various chronic
illnesses, forming retail markets that measure
in the tens of billions of dollars (Eisenberg
et al., 1998). Chronic illnesses contrast with
other life stressors with respect to the variety,
level of detail and frequency of contact with
contextual factors that affect how we view and
cope with them.

Generic versus Disease Specific
Features of Chronic illness

The differences between non-illness life stres-
sors and chronic illness might suggest that stud-
ies of adaptation to chronic illness can proceed
as if chronic illnesses form a homogeneous
category. Doing so, however, would ignore
important differences among the chronic ill-
nesses. For example, severe asthma and conges-
tive heart failure (CHF) share several of the
characteristics ascribed to all chronic conditions
as they are part of the self and lifelong, and their
severe episodes can be life threatening. They are
also, however, very different biologically. The
median survival of patients hospitalized for
CHF is 1.6 years (MacIntyre et al., 2000). The
prognosis is far less grave for individuals with
asthma if severe attacks are managed correctly.
On the other hand, because both conditions are
characterized by quiet periods punctuated by
severe attacks, many individuals experience
them as episodic rather than chronic and
manage them in accord with an episodic model
(Halm, Sturm, Mora, & Leventhal, 2003).
Generating a conceptual framework to capture,
organize and make predictions about these com-
plexities is a central task for behavioral studies.

FRAMEWORKS FOR EXAMINING
ADAPTATION TO CHRONIC ILLNESS

The biomedical, stress-coping, and self-regulation
frameworks provide different views of the pro-
cesses involved in adaptation to chronic illnesses.

Investigators have tried to fill the gaps in each
of these models by adding concepts from the
others; for example, investigators concerned
with the theory of clinical practice have
expanded the biomedical framework into a
biopsychosocial model that is theoretically
more rich and necessary for effective clinical
practice (Engel, 1977). To avoid repetition, we
will present most concepts within the self-
regulation framework even though they may
have appeared at an earlier time. Thus, the self-
regulation framework will serve as a com-
prehensive model that can incorporate the
essential concepts and insights of the biomed-
ical and stress-coping approaches.

THE BIOMEDICAL FRAMEWORK

The traditional biomedical model is focused
on the detection and treatment of chronic dis-
ease and the understanding of the biological
processes underlying disease (Engel, 1977). In
its most simple form, the model would predict
that the severity of chronic disease is directly
related to and responsible for diminutions of
physical and psychological function. Decline in
physical and psychological function, such as
deficits in cognitive function and increases in
emotional distress, are directly attributed to
the extent of compromise of cardiac muscle
and function, the extent of atherosclerotic,
arterial constriction and level of blood pres-
sure, the extent of arthritic changes in joints,
and elevations in blood sugar level (Leventhal &
Burns, 2004). Diagnosis and the identification
and description of disease related physio-
logical, structural and mechanical changes are
the first, critical steps to treatment, and surgi-
cal, prosthetic, and pharmacological treat-
ments are prescribed to control and reverse the
disease. Timely and appropriate treatment is
critical for favorable prognosis, that is, for the
control and in some cases the reversal of these
changes and the reduction in the physical and
psychological dysfunctions they create. In con-
temporary medicine, therefore, prognosis is
increasingly an issue of treatment rather than
an issue of a specific disease (Christakis, 1999),
and the elaboration and communication of
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outcome expectations by physicians to patients
is less frequently a topic for medical education.

The above view of biomedicine is clearly
stereotypic. It ignores the efforts to transform
the biomedical model to a biopsychosocial
model. One need not look back more than
three decades, however, to find prominent bio-
medical practitioners claiming that advances
in prevention and treatment depend upon bio-
medical discovery rather than behavioural
changes that are impossible to achieve
(Thomas, 1977: 39). This outlook is counter to
the results of three recent large scale clinical
trials conducted in different countries showing
that behavioral interventions are effective for
the prevention of diabetes among individuals
at high risk (Diabetes Prevention Program
Research Group, 2002; Pan et al., 1997;
Tuomilehto et al., 2001), indeed more effective
than medication. In the US trial (Diabetes
Prevention Program Research Group, 2002),
the lifestyle intervention produced a 58 per
cent reduction in transition from high risk,
that is abnormal blood sugar management, to
levels defined as diabetic, in comparison to 31
per cent for medication. These reductions are
in comparison to patients in a standard treat-
ment, control condition.

Although it is noteworthy that behavioral
interventions can be sufficient for disease pre-
vention, the strongest pressure to incorporate
social and behavioral factors in the biomedical
model likely comes from the extent of behav-
ioral involvement in both general and special-
ized medical treatment for chronic conditions.
Internists and cardiologists may diagnose and
prescribe diuretics, an ace inhibitor or a beta
blocker for hypertension and congestive heart
failure, but the use of treatment, that is adher-
ence to medication, is a task to be carried out by
the patient in the home and work environ-
ments (ACC/AHA Task Force, 1995). It is stat-
ing the obvious that adherence is a major issue
for lifestyle changes such as diet and exercise,
which are important for treatment of cardiac
disease and diabetes. Geriatric medicine pro-
vides a prime example where success in manag-
ing the chronic conditions of the elderly
requires managing the behavior of both patient
and family (Lough, 1996). Unfortunately, levels

of adherence seldom exceed 50 per cent, and
are usually less, although there are exceptions
such as chemotherapy treatment for breast
cancer. Sackett and Haynes (1976) provided
a simple formula for estimating adherence
to successful treatment for hypertension: half
of hypertensives are diagnosed, half of those
diagnosed are in treatment, and half of those in
treatment have their blood pressure controlled.
And this formula can be applied to treatments
for far too many chronic illnesses. Adherence
rates for self-management of CHF and asthma
differ little from these figures; for example,
in a large, national survey only 19 per cent of
ambulatory patients with persistent asthma
reported using recommended, inhaled cortico-
steroids (Glaxo Wellcome, 1998). In summary,
the emphasis and wish for ‘magic bullets’ com-
pletely fails to describe the realities involved in
the procedures needed for the prevention of
chronic illness, the control of its progression
and the maintenance of function following its
onset.

Adherence and practitioner–patient com-
munication are two areas in which there has
been a conscious introduction of behavioral
procedures for medical management (Dunbar-
Jacob, Schlenk, Burke & Matthews, 1998).
Problems in medication adherence have
resulted in the production of combination
pharmaceuticals and slow release medications,
reducing the number and frequency of use. Pill
organizers are prescribed that can be loaded
once a week and their simple structure goes far
in reducing non-adherence. Virtually all
medical practitioners use both letters and
phone reminders to insure appointment keep-
ing (McBride & Rimer, 1999). Monitoring is
seen as critical both for identifying areas for
change, for example identifying areas of risk in
a patient’s diet, and for carrying out prescribed
treatments; for example, asthmatics are given
peak-flow meters to determine the success and
further need for steroids (National Heart,
Lung, and Blood Institute, 1997); diabetics
have simple devices for testing blood sugar to
regulate insulin use (American Diabetes
Association, 2001; Cunningham, 2001); and
hypertensives are taught to monitor blood
pressure changes to assess the adequacy of
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medication (Chobanian et al., 2003). Internet
systems are being developed to increase the
‘online’ quality of monitoring of diet, blood
pressure and blood glucose and to provide the
rapid feedback needed to correct indiscretion
(Piette, 2002). The National Institutes of Health
has convened expert panels and published
lengthy documents laying out action plans that
define ‘gold standards’ for treatment of chronic
illnesses such as asthma (National Heart, Lung,
and Blood Institute, 1997). These action plans
are filled with detailed instructions on how to
perform the specific behaviors needed to
reduce pulmonary inflammation and control
asthma attacks. Interactive, two-way commu-
nication between patient and provider is
critical for maintaining effective self-care
behaviors (Halm, Wang, Cooperman, Sturm &
Leventhal, 2003). Evidence suggests, however,
low levels of physician compliance with
National Asthma Education and Prevention
Program (NAEPP) guidelines for prescribing
inhaled corticosteroid therapy, the use of peak-
flow meters, and providing action plans
(Legorreta et al., 1998). Communication is
suboptimal; for example, a typical study
showed that only 9 per cent of asthma patients
felt that they had been given enough informa-
tion about their condition and only 27 per cent
had been given written instruction about
their medication regimen (Partridge, 1995).
Conversely, more participatory decision mak-
ing between physicians and adults with asthma
has been associated with more desirable self-
management beliefs and behaviors and greater
patient satisfaction (Halm, Wang et al., 2003).

Care for patients emerging from surgical
treatment for illnesses such as cancer and
cardiac disease, and post-stroke treatment,
involve complex rehabilitation procedures for
restoring physical and psychological function.
Metered, daily increases in walking, strength
building exercises, diet education ( Jolliffe
et al., 2000), and so on, and detailed proce-
dures and action plans for skill development
and training in self-care, are integral parts of
these day, week- and/or month-long proce-
dures. Regimens for the management of such
chronic conditions are generally driven by
physiological and biomechanical theory and
evidence respecting the efficacy of the regimen

for the return of physical function and psycho-
logical function (see review by Leventhal et al.,
2001). In fact, in one of the most successful
behavioral programs, which targeted dietary
change to control high blood pressure (Sacks
et al., 2001), investigators provided patients
with the food for the ‘DASH diet’ rather than
instructing patients how to procure or prepare
the diet independently. In other words, the diet
was delivered as a prescribed item rather than
a lifestyle change.

Numerous studies support the need for and
value of behavioral interventions to enhance
biological and functional outcomes. As was the
case with the successful DASH (Sacks et al.,
2001) program, the majority of intervention
trials do not present a theoretical rationale for
their behavioral components and fail to pro-
vide a theoretical or procedural road map for
implementing and sustaining the complex
self-care behaviors involved in low fat and
low sodium diets, daily exercise and the use of
devices to monitor expiratory volume and/or
blood sugar levels (Leventhal et al., 2001). In
many instances, therefore, evidence is lacking as
to which specific procedures are essential for
generating motivation and skills for initiating
and sustaining behavioral changes. It would be
remiss to fail to mention that the interventions
used in highly developed rehabilitation pro-
grams designed to maximize recovery of func-
tion following myocardial infarction, stroke and
accident related neurological damage have been
carefully designed to maximize recovery of
function. The focus on the performance of
specific behavioral sequences used in these pro-
grams, however, is driven more by the physio-
logical and biomechanical details of the
recovery process and less by the social and moti-
vational factors involved in patient adherence.
For this reason patients may perceive these
behavioral programs as excessive and/or unnec-
essary, leading to suboptimal levels of participa-
tion. Regardless of possible deficits in the
motivational domain, these intervention pro-
grams pose an important lesson for behavioral
investigators and practitioners as they make
clear that achieving beneficial, functional out-
comes requires the systematic application and
ongoing monitoring of progress of a series of
highly specific actions. As we point out in the
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following section, the details in this panoply of
medically informed interventions form a sharp
contrast to the small number of factors exam-
ined by investigators using the stress-coping
model to understand how coping affects adap-
tation to chronic illness.

THE STRESS-COPING FRAMEWORK

The stress-coping framework (Lazarus, 1966;
Lazarus & Folkman, 1984) has been widely used
for the investigation of adaptation to chronic ill-
ness. When broadly defined, a number of
behavioral models fit within this framework: for
example, the health belief model (Janz & Becker,
1984; Rosenstock, 1974), protection motivation
theory (Rogers, 1983), and other stress-coping
models (Cohen, 1988; Cohen & Herbert, 1996;
Cohen & Hoberman, 1983; Moos, 1986; Pearlin,
1989; Pearlin, Menaghan, Lieberman & Mullan,
1981). All of these models propose a three-step
process: (1) the appraisal of a threat to health
that creates a motive and a goal for action;
(2) the selection of a coping response for goal
attainment; and (3) the appraisal of the effec-
tiveness of the coping response in moving
toward the goal. Thus, all stress-coping models
are based upon simple, control system concepts
(Miller, Galanter & Pribram, 1960; Powers,
1973). The same is true of self-regulation
models which we will describe later.

Although all of these models are built upon a
common, three-stage process, they differ in a
number of specifics respecting the constructs
and processes at each stage, and these differ-
ences affect their view of the processes under-
lying adaptation to chronic illness (Figure 8.1).
For example, according to Lazarus (1966), the
stress process is initiated by a ‘primary
appraisal’ that involves an evaluation of the
demands of the stressor, while Carver and
Scheier (1981, 1982) indicate that the appraisal
involves the detection of a deviation from a
desired standard, a narrower definition of the
appraisal process. Neither model specifies the
content or degree to which the individual is
consciously aware of the details of the appraisal
process, that is, it could be focused on highly
specific goals or features of the stressful input

as implied in the Carver and Scheier model, or
it could involve a much broader interpretation
of the stressor and its overall implications for
the physical, social and economic wellbeing of
the self as stated by Lazarus.

Motivational Stage:
Experienced Demand 

An important difference among these models is
whether the level of threat or demand posed by
a stressor is assessed by the participants them-
selves or by an observer. Early studies of life
stress used expert panels to measure the
demands of different stressors; participants
checked the various stressors they were facing on
a pre-existent list and their stress level was based
upon an expert panel’s rating of the severity of
these stressors (Holmes & Masuda, 1974). An
important variant of the expert panel method
involved scoring the event and the context in
which it appeared (Brown & Harris, 1978).

Most stress-coping models, however, relied
upon the participant’s subjective assessment of
the severity of the stressor. The primary
appraisal of severity could be conceptualized
as the evaluation of the severity or magnitude
of the threat and its relevance to the self
(Lazarus & Folkman, 1984), as the perception
of magnitude × personal vulnerability as con-
ceptualized in utility models ( Janz & Becker,
1984; Rogers, 1983), or as the deviation from a
desired standard (Carver & Scheier, 1981). The
concept of severity is intrinsically ambiguous
as the stressor can be highly specific, or, as is
the case with many chronic illnesses such
as diabetes or breast and colon cancer, the
stressor can threaten social relationships, eco-
nomic security, and the loss of one or more
self- identities, or threaten a painful as well as
early death (Lazarus, 1964; Leventhal, 1970;
Rogers, 1983).

The primary appraisal and/or assessment of
the severity of a stressor are complicated by the
availability of responses for its control.
Subjective judgment of the severity of a stres-
sor and the intensity of the psychological and
physiological stress it generates is presumed to
depend on the perception that the threat is per-
ceived and/or interpreted as exceeding one’s
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Figure 8.1 (a) Carver and Scheier’s (1981) theoretical approach is based upon control system
principles in which a stimulus disturbance activates the response system (see Miller et al., 1960). The
disturbance could be a novel or an unexpected somatic change, for example a headache, blood in the
stool etc., which deviates from the prior, ‘normal’ status of the body. The behavioral adjustment to close
the gap, for example taking an aspirin for the headache or calling the doctor to check on blood in the
stool, is taken with the expectation that the response will close the gap (e.g., aspirin will eliminate the
headache) or begin to close the gap (e.g., visiting the doctor to determine if the bleeding is due to an
acute, non-life-threatening disorder) between the disturbance and the set point. The set points are
established by higher order loops, for example normal experience of the body, and generalized
expectancies. Their model identifies a small number of higher level psychological variables that affect set
points, for example optimism and disengagement (Scheier & Carver, 2003), but it does not specify
variables in the somatic domain
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Figure 8.1 (b) The Lazarus stress-coping model is also based on control system principles (Lazarus,
1964; Lazarus & Folkman, 1984; Lazarus & Launier, 1978). The primary appraisal process evaluates
whether a stimulus, for example a somatic change or an impending treatment such as surgery for breast
cancer, is a threat to one’s self and one’s goals, and whether the threat is manageable, that is, whether it
exceeds available coping resources. This appraisal leads to specific coping responses and the secondary
appraisal evaluates whether the response was successful. Leventhal’s (1970) early parallel processing
model is similar in several respects to both the Carver–Scheier and the Lazarus models. It posits parallel
control systems, namely one for the perceived danger and another for the experience of negative affect,
that is, fear. The appraisal process in this model is multilevel, some conscious and deliberate, and some
automatic and non-conscious (see Leventhal, 1980, 1984)

Sutton-08.qxd  10/9/2004  1:00 PM  Page 206



capacity for successful coping (Lazarus, 1964,
2000; Lazarus & Folkman, 1984). It is unclear
whether judgments of severity are independent
of the availability of effective coping responses
and the ‘secondary appraisal’ of coping out-
comes. A good example of independent assess-
ment of these factors is seen in an early study on
the primary appraisal of stressors (economic strain)
due to job loss (Pearlin et al., 1981; Pearlin &
Schooler, 1978).

Conceptualization and
Measurement of Coping

The area in which stress-coping models have
been most fully elaborated is in the description
of the coping response(s) for controlling the
threat. Coping reactions have been classified as
problem focused or danger control (e.g., quit
smoking, take a screening test to detect a
possible cancer), and emotion focused or fear
control (e.g., avoid thinking about the threat,
think positive thoughts, engage in relaxation,
take medication or drink to alleviate anxiety:
Carver, Scheier & Weintraub, 1989; Lazarus &
Launier, 1978; Leventhal, 1970; see also Endler
& Parker, 1990). These factors emerge from
analyses of scales such as the 168-item WOC
inventory that describe different ways of
responding to life threats. These analyses have
generated as few as five (Vitaliano, Russo, Carr,
Maiuro & Becker, 1985) and as many as eight
factors (e.g., Folkman & Lazarus, 1985), four to
six of which are focused on the regulation of
emotion and one, and on rare occasion two, of
which describe confronting with and manag-
ing the objective threat (Folkman & Lazarus,
1985; Vitaliano et al., 1985). That problem
focused coping is typically identified by a
single factor forms a disturbing contrast with
the enormous number of procedures that are
available and used for the prevention, treat-
ment and control of chronic illnesses. One
might question the rationality of using a
single category or factor to describe proce-
dures for coping with cardiac disease that are
as different as adhering to pharmacological
treatment, exercise, and use of herbals and

vitamins. Exercise and herbals may be used as
complements or as alternatives to medical
treatment and this difference is non-trivial.
Issues such as the pattern and duration of use
are also ignored.

The use of generic scales of this sort is a
form of psychological reductionism in which
coping responses are treated as personality
traits, and fails to examine the how, when, and
why an individual chooses a dietary change or
exercise, or one of any number of diets or exer-
cise routines, for the prevention or manage-
ment of cancer, cardiac disease, diabetes or any
other chronic or acute illness. The scales also
are mute with respect to treatment preferences,
for example they are not designed to predict
preferences for medication, angioplasty or
surgery for the treatment of myocardial infarc-
tion, or medication and lifestyle change for the
control of diabetes. The scales have also been
criticized on methodological grounds, and it
has been stated that ‘many of the items used in
previous coping inventories were ambiguous,
at least in terms of the coping concepts …
explored. How an item was viewed [by respon-
dents] was based not only on its objective con-
tent, but on how the person imagined using it’
(Stone, Helder & Schneider, 1988: 197).

Opinions may vary as to the level of speci-
ficity required for a theoretically satisfactory
assessment of coping. It could be argued that a
non-specific concept such as ‘problem focused
coping’ represents the appropriate level of rep-
resentation for theory, and that concepts
respecting a specific type of coping should be
represented as implementations of this generic
concept. Investigations of personality as a mod-
erator of the stress-coping process suggest,
however, that generic factors residing at the
level of personal dispositions, for example
optimism (Scheier & Carver, 1985), are best
conceptualized as second-order or higher
level constructs in the stress-coping process.
Hierarchical versions of stress-coping models
fit better, however, within the self-regulation
framework which presents an array of concepts
better suited to this conceptual task. The mea-
surement of coping is clearly in this direction
(Skinner, Edge, Altman & Sherwood, 2003).
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SELF-REGULATION FRAMEWORK

Self-regulation and stress-coping models share
a control systems approach in which behavior
is regulated by goals, procedures for goal
attainment and appraisal of response out-
comes. Self-regulation models differ, however,
with respect to their conceptual content and
dynamics. These models represent the chronic-
ally ill individual as a problem solver trying to
make sense of her somatic experiences, acting
and evaluating the effectiveness of her actions
for controlling these changes, and describing
how these efforts evolve given her history with
illness and her social context. Self-regulation
models provide more detailed concepts for
describing perceptions of health threats. The
threat or target for self-management has a
name and symptoms, time frames (time to
occurrence, duration, etc.), causes (genes,
lifestyles, etc.), consequences and perceived
routes for cure and control. Thus, understanding
a chronic disease involves more than apprais-
ing its magnitude or size in relation to one’s
coping resources. Second, the self-regulation
model is dynamic and process oriented; it pro-
poses specific hypotheses respecting the struc-
ture of the information processing system that
underlies the individual’s experience and
behavior and how these experiences and
behaviors change and are updated over time.
Third, the problem solving approach recog-
nizes the intimate relationship between the
physiological and biomechanical events that
generate symptoms and the expectations
respecting the targets and procedures for
disease management.

The self-regulation approach requires, there-
fore, a detailed understanding of how illness
affects experience, moods and function. This is
true whether the study is designed to under-
stand the relationship of behavioral factors in
response to the illness or an intervention
designed to improve illness management. As a
consequence, the variables of the self-regulation
model will parallel those of the biomedical
model, while differing from them in an impor-
tant way: self-regulation concepts conceptual-
ize illness events from the perspective of the

patient, and not that of the medical observer.
Because the self-regulation model comple-
ments the biomedical model by describing the
patient’s perceptions and constructions of the
illness process, it provides the clinician with a
set of concepts for understanding the patient’s
experience and behavior. Confronting and
reducing these discrepancies between these
perspectives is a critical factor for trust and
long term adherence (Heijmans et al., 2001).
Thus, the self-regulation approach makes clear
that research, both descriptive and interven-
tion, is fundamentally multidisciplinary.

The self-regulation model is also explicit in
identifying the features of the cultural and
social context that set limits upon and provide
pathways for behavioral management. Because
research from this framework calls for con-
cepts that are disease and context specific,
investigators will find that generic measuring
instruments, such as those used in stress-
coping models, often fail to capture the expe-
riences and behavioral strategies that people
use in managing chronic health problems.
Implementation of the self-regulation frame-
work may require the creation of new instru-
ments to record how individuals manage the
day-by-day details of adapting to chronic ill-
ness and new approaches to intervention to
deal with the changing nature of the disease
(Petrie, Broadbent & Meechan, 2003). For
example, a chronic condition such as diabetes
is not a fixed entity; it is a complex disorder
with new features, for example neuropathy
leading to loss of sight and loss of feeling in
the feet with risk of ulcers and foot amputa-
tion, appearing over its natural history
(Diabetes Control and Complications Trial
Research Group, 1993; Leslie, 1999). Effective
self-regulation of diabetes over this life history
requires different interpretations of somatic
experiences, different goals, different coping
skills and different criteria for evaluating
response efficacy. The basic design of self-
regulation theory makes it a useful platform
for the creation of measures and behavior
change interventions to deal with the multiple
features of chronic disorders as they unfold
over the years.
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Basic Assumptions

Patient as a common-sense
scientist/physician

Consistent with traditional, cognitive models of
the behavioral process, self-regulation models
treat the individual as a common-sense ‘scien-
tist’ trying to make sense of her/his world (Kelly,
1955; Mischel, 1973; Rotter, 1954); individuals
act as common-sense biologists, physicians
and psychologists in their efforts to understand
and manage their chronic-illness experience
(Cameron & Leventhal, 2003; Leventhal, Meyer
& Nerenz, 1980; Nerenz & Leventhal, 1983). The
result is an ever changing set of interpretations
of experience and the recruitment of varied
skills for management. People live with chronic
illnesses and manage them over extended time
frames in their ‘home’ environments.

Hierarchical structure

Both self-regulation and stress-coping models
share a hierarchical view of the behavioral
process. Analogous to other problem solving
models such as that for the game of chess, the
psychology of the chronically ill person can be
described as having a hierarchical structure,
the base level of which is the disease label and
its symptoms and signs (the chess board and
its pieces) and the procedures for their man-
agement (the rules governing the movement of
the pieces). The ongoing interpretation of
symptoms (e.g., of foot pain caused by diabetic
neuropathy, the swelling of the feet and breath-
ing difficulties caused by CHP), and appraisals
of the efficacy of specific procedures for deal-
ing with these symptoms, generate an increas-
ingly complex representation of the problem,
that is the illness and its management. A cen-
tral proposition of the self-regulation model,
one that deserves repetition, is that patients
regulate experiences, symptoms, and functional
changes over time. This functional level, the
‘problem space’ (Greeno, 1998), is at the heart
of the self-regulation process.

Moving up the hierarchy, the problem space
is nested in the self-system and both are nested

in the social, cultural and ecological context
(Leventhal, Leventhal & Robitaille, 1998;
Leventhal, Idler & Leventhal, 1999). Self-
system factors, such as one’s perceived ability
to control disease (self-efficacy or skill at play-
ing the game: Bandura, 1977, 1989), tendencies
toward somatization (Barsky, 1992, 2001), emo-
tional responsiveness to symptoms and treat-
ments (Watson & Pennebaker, 1989), and
self-assessments of one’s health (Idler &
Benyamini, 1997), and other self-attributes,
generate a sense of vulnerability and percep-
tions of likely success in preventing and
controlling chronic conditions. These self-
factors interact with and influence the problem
space, that is, they affect the interpretation and
representation of the illness, the selection and
performance of procedures for illness control,
and expectations respecting response outcomes
(Carver et al., 1993; Scheier & Carver, 2003).

Social, institutional and cultural factors also
act upon the problem space and shape the self-
system. For example, the lay referral system
plays a major role in how symptoms are inter-
preted and managed (Chrisman & Kleinman,
1983). As many as 90 per cent of the individu-
als reporting new symptoms will talk about
them to a family member or friend (Cameron
et al., 1993), and these contacts will influence
whether symptoms are interpreted as serious
or not and how they are managed, for example
whether they will lead to seeking medical care
(Alonzo, 1986; Cameron et al., 1993; Zola,
1973). Finally, broader cultural factors will
influence how symptoms are interpreted,
causes identified, and treatments judged appro-
priate and effective (Angel & Thoits, 1987).

Self-Management in the
Problem Space

The conceptual additions of self-regulation
models to the control system mechanisms that
underlie the construction of the problem space
lead to the growing divergence of these models
from the stress-coping framework. For example,
the appraisal process in stress coping models
focuses on the balance between the demands
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of a chronic illness threat and the available
resources for threat management. Self-regulation
models, by contrast, identify a host of specific
procedures or heuristics that are used for the
construction of a multifactor representation of
the threat, and this representation is critical for
goal setting and the identification of resources
for threat management and criteria for apprais-
ing response outcomes. These domains define
the processes involved in the construction of the
representation of the illness threat and the vari-
ables involved in the appraisal of the balance of
threat to resources.

Illness representations: content;
interpretive heuristics; prototypes

The representation of a chronic illness consists
of more than its label and symptoms; it is an elab-
orate set of meanings that defines the problem
(sets goals) for self-management. Five content
domains have been identified for illness repre-
sentations (Lau, Bernard & Hartman, 1989; Lau &
Hartman, 1983; Meyer, Leventhal & Gutmann,
1985; Petrie & Weinman, 1997). These domains
establish a framework for action. They point to
specific procedures for goal attainment, suggest
how these actions achieve their desired effects,
set temporal expectations for effectiveness, point
to possible ‘side effects’, and so forth. The ongo-
ing interplay among the representation, the pro-
cedures for management, the specific plans for
implementing or performing procedures, and
the evaluation of post-performance feedback,
defines the dynamics of the system (Figure 8.2).
These issues have been elaborated as follows.

Content (1) Chronic conditions have names
or labels which carry expectations about how
they will impact life. Chronic conditions are
also identified by their experienced symptoms,
signs and changes in function. Labels and con-
crete experiences together define illness iden-
tity. Identities, particularly at the symptom
level, vary among chronic conditions and
among patients with a common condition.
(2) Chronic conditions differ with respect to
expectations of control and actual control;

some are more controllable than others but
few are curable with current technology.
(3) Chronic illnesses have multiple time-lines;
there is the perceived time for disease onset, for
duration, and for effective treatment. Perceived
time-lines can change during the development
of a disease and the course of its treatment.
(4) Most chronic conditions are perceived to
have complex causes, including the diathesis of
genetic and lifestyle factors (Taylor, Repetti &
Seeman, 1997) that are involved in their onset.
The individual’s age and experience with treat-
ment, whether or not it is successful, will also
affect causal beliefs. (5) Each chronic illness has
a set of expected and perceived consequences
with respect to its physical impact and how
these physical changes will affect daily function.

Multilevel The factors within these five
domains have two levels: they are represented at
an experiential level, for example symptoms,
felt time, felt and imagined consequences, and
so on, and at an abstract level, for example dis-
ease label, clock and calendar time (Brownlee,
Leventhal & Leventhal, 2000; Leventhal,
Diefenbach & Leventhal, 1992; Martin, Lemos &
Leventhal, 2001; Martin, Rothrock, Leventhal &
Leventhal, 2003) (Figure 8.2). Concrete experi-
ential phenomena, for example pains, rashes,
headaches, lumps, secretions, injuries, and
functional limitations, are typically the ‘distur-
bances’ that bring interpretive processes into
play (Martin et al., 2001), activate the procedures
for exploring and controlling the disturbance,
and function as criteria for evaluating feedback
from these actions (Carver & Scheier, 1981, 1999;
Scheier & Carver, 2003). The connection of
experience to labels, for example the recogni-
tion that daily, low levels of fatigue, edema and
mild breathlessness are indications of CHF,
gives depth to the representation of CHF as a
chronic condition (Horowitz, Rein & Leventhal,
2004). By connecting these always present
symptoms to the label, the individual with CHF
is made aware that these symptoms are cues to
the possible worsening of her condition and the
occurrence of episodes of life threatening
decompensation. In the absence of an abstract
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Figure 8.2 The common-sense model of self–regulation is also based upon control system principles.
It differs from the other models as it specifies an array of variables involved in the processing of
information and generating responses to control health threats. It specifies a number of heuristics that
are used in interpreting or assigning meaning to somatic changes (e.g., is it a symptom of illness or
stress; illness or aging?). This interpretive process constructs the representation of the health threat.
Representations have attributes in five domains (identity, time-line, consequences, causes, control).
Each attribute is represented at an abstract and an experiential level. The identity of a health
problem consists of a name (asthma) and its symptoms (chest tightness and wheezing). Its conceptual
time-line would be stated as an abstract summary (I have attacks once a month) and its experiential
level as felt time (my last attack feels as if it occurred 6 months ago, and I feel as if another might be
coming on). These attributes, for example symptoms in a time frame, become targets for self-
regulation, and coping procedures are selected to reach these targets, for example using an inhaler to
eliminate the chest tightness and wheezing. The management of the experiential and conceptual
targets can be incompatible with one another: for example, an individual infected with HIV may stop
taking retroviral medication when symptoms clear (concrete goal), leaving himself at risk for
a more serious attack; medication must be used constantly to treat the disease (abstract goal).
Procedures also have representations, for example identities (names and associated symptoms), time-
lines (time for efficacy), and so on, and action plans are formed to insure that procedures are put into
play, for example taking medication for reflux disease with orange juice at breakfast. The above
factors define the ‘problem space’, that is, the cognitive and affective mental processes involved with
the ongoing management of a health problem.
The problem space resides in a context formed by the self-system and social, institutional and
cultural factors. Perceived attributes of the self can affect the representation of health
problems and the procedures for management. People who perceive their health as poor
rather than excellent may be more likely to interpret symptoms as signs of chronic, life
threatening disease than benign, self-limited conditions. An individual who believes
s/he has a sensitive body will be resistant to using medication and especially resistant if the
medication generates symptoms. Cultural factors affect the self-system and can act directly on
the representation, coping procedures and action plans (e.g., use a chiropractor rather than a
physician for back pain).
The explicit and implicit schemata and scripts for acute, cyclic, and various chronic
conditions (e.g., models for cancer, heart disease, asthma etc.) underlie the processing
system. These schemata affect the heuristics used for interpreting symptoms, the procedures
for management, and set expectations respecting the outcomes of illness
and treatment

Sutton-08.qxd  10/9/2004  1:00 PM  Page 211



THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY212

label, patients do not monitor these cues and
therefore do not develop a time frame for their
worsening and do not link them to adverse and
dangerous consequences. The abstract level
provides the temporal integration of otherwise
discrete, concrete experiences.

Heuristics Although the thermometer,
bathroom scales and hot water bottle are
found in most households (Konrad, 1998), it
appears that the interpretation or self-diagnosis
of many if not most somatic changes proceeds
with little assistance even from these relatively
easy to use technical devices (Stoller, 1998).
Somatic events are interpreted, that is self-
diagnosed, on the ‘fly’ using simple, mental rules
of thumb, or cognitive heuristics (Figure 8.2).
Heuristics such as symmetry, or the need to
link symptoms to a label, reflect a very basic
and highly automatic process; that is, the mind
concretizes words and uses words to generalize
to concrete experience (Meyer et al., 1985).
The age–illness heuristic (or question) is
involved in decisions as to whether one is deal-
ing with a symptom or sign of illness or an
indicator of ‘aging’ (Kart, 1981; Prohaska,
Keller, Leventhal & Leventhal, 1987; Stoller,
1998), and the stress–illness heuristic is key to
the decision as to whether one is confronting an
illness or a temporary stress response (Cameron,
Leventhal & Leventhal, 1995). Locational
heuristics are also common; breathlessness and
edema are likely attributed respectively to their
location, the lungs and feet, and not to their
source, the heart (CHF). Heuristics play a crit-
ical role in the decision that an illness is pre-
sent and its acceptance as chronic.

Heuristics for the appraisal of the severity or
risk inherent in symptoms have also been
identified. They include the prevalence heuris-
tic, that is the perceived severity of a symptom
or sign tends to be downgraded if a survey of
one’s environment reveals that many individu-
als and not just oneself are at risk for a specific
disease (Croyle & Jemmott, 1991); affective
heuristics, for example anxious and depressed
moods increase feelings that one is ill and/or
vulnerable to illness (Salovey & Birnbaum,
1989); and duration heuristics, that is sym-
ptoms that are long lasting are more likely

perceived as threats (Mora, Robitaille, Leventhal,
Swigar & Leventhal, 2002).

Temporal change: dynamics Illness repre-
sentations are shaped and reshaped by changes
in the disease process, by feedback from profes-
sional care and self-care, and by social informa-
tion, for example observation of others (Suls,
Martin & Wheeler, 2000; Wood, Taylor &
Lichtman, 1985), direct communication from
others, media input, and so on. For example, 40
per cent of patients with metastatic breast
cancer perceive their illness as acute (like the
measles: once cured it doesn’t come back) at the
first cycle of chemotherapy. The figure drops to
20 per cent by the fourth or fifth cycle (8 to10
weeks) of treatment (Leventhal, Easterling,
Coons, Luchterhand & Love, 1986). Temporal
perceptions continue to change after the termi-
nation of chemotherapy (Rabin, Leventhal &
Goodin, submitted). Surprisingly, whether
cancer is perceived as acute or chronic is largely
independent of the medical judgment of its
stage. Self-appraisals of disease status, that is
how well one is doing, and emotional distress
are influenced by comparisons to other
patients. The extent to which a self-appraisal is
updated by social comparison depends upon
the perceived relevance of the source, that is,
the person’s health status or where s/he is with
respect to the illness, for example just diag-
nosed, awaiting treatment, post-treatment
(Kulik & Mahler, 1997; Leventhal, Hudson &
Robitaille, 1997). Experiential information in
interaction with self-appraisal heuristics plays an
important role in the ongoing effort to ‘make
sense’ of concrete experience.

Procedures for self-regulation

The common sense of self-regulation indicates
that the severity and duration of a symptom or
dysfunction, and its interpretation or mean-
ing, will affect the choice of procedure: the
choice of procedure for managing a chronic or
acute health threat is seldom random. For
example, a headache, if severe or disruptive,
will encourage the use of analgesics: ‘Work
stress caused my headache and it was cured
with aspirin.’ If aspirin doesn’t work, a stronger
analgesic will be considered. If the headache is
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persistent and accompanied by unusual
features, for example dizziness or visual prob-
lems, alternative meanings such as a stroke or
tumor may be considered, leading to the seek-
ing of expert, medical advice.

Unlike stress-coping models that define and
assess one or two generic factors for problem
focused ‘coping’, self-regulation models recog-
nize a vast array of specific actions from which
the chronically ill person can choose. These
range from traditional medical treatment, for
example surgery and prescription medication,
through over-the-counter medication and
‘natural’ substances (herbals), to lifestyle
behaviors (exercise, diet), and alternative or
complementary treatments (Cassileth, 1998;
Eisenberg et al., 1998). A procedure may
be selected to control a particular symptom,
sign, function, or emotion, or some combina-
tion of these events, and it may or may not be
perceived to be useful for controlling the
underlying disease state. Unlike stress-coping
models which focus on broad coping strategies
such as problem or emotion focused coping,
self-regulation models focus on specific
hypotheses respecting how the representation
of the threat and that of the procedure affect
the selection and maintenance of specific
coping procedures.

The illness representation and choice of
procedure Far too few studies have exam-
ined how the representation of chronic illnesses
shapes preferences for particular sets of proced-
ures. Available data make clear, however, the
importance of this process. For instance, causal
beliefs, such as that immune dysfunction is a
cause of cancer, lead many cancer patients to
seek ‘natural’ treatments in addition to their
chemotherapy because they are concerned
that chemotherapy kills immune cells as well
as cancer cells (Cassileth, 1998; Cassileth &
Chapman, 1996). The specific symptoms and
signs of a disease (identity) can suggest
mechanically related treatments. For example,
medical texts from the works of ancient Greece
and Rome to writings in contemporary indigen-
ous cultures describe the use of suction to the
scalp and pressure to the roof of the mouth to
‘correct’ depressions of infants’ fontanelles,

which threaten death (Kay, 1993). These
mechanical procedures are useless as the
depression is due to dehydration, and death by
dehydration is the threat; the cure is adequate
doses of liquids (Simons, 1993, comments on
the meaning of discrepancies between cultural
beliefs and Western medicine).

The treatment representation There is
more to the evaluation and selection of a treat-
ment than the perception of its outcome effec-
tiveness, that is, its potency for curing and/or
controlling disease. The same five domains are
present, that is, beliefs about their identities
(symptoms), time-lines for efficacy, conse-
quences (side effects), and causal mode of
action. For example, surgery is perceived as a
way of cutting out and ridding oneself of a
pathogen (cancer) and a way of repairing and
returning a vital organ such as the heart to
normal function. The mechanical image that
makes surgery attractive also makes it threat-
ening: fear of anesthesia; images of the body
being cut; fears of death and post-surgical pain
and suffering. Kulik and Mahler (1997)
showed that patients awaiting cardiovascular
surgery were less threatened by the anticipated
procedure if they were in rooms with patients
who came through bypass surgery rather than
with patients also awaiting bypass surgery.
Kulik and Mahler’s findings contradict the
social comparison hypothesis that affiliation
with similar others will lower emotional dis-
tress (Schachter, 1959), but are consistent with
self-regulation theory. Rooming with patients
awaiting surgery permits the sharing of fears
associated with images of the chest being cut
open and the heart assaulted with a scalpel,
while rooming with pain-free individuals who
have survived is reassuring and distress reduc-
ing (Leventhal et al., 1997). The relevance and
effects of social comparison are determined by
the position of the individual in the sequence
from diagnosis, through treatment, to long
term adaptation to chronic illness.

Medications also have representations and
they may differ depending upon the specific
medication under study. The label for a medi-
cation can create confusion about its identity
and encourage non-adherence to treatment.
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For example, asthma patients may resist daily
use of inhaled corticosteroids, a treatment
for controlling pulmonary inflammation and
reducing the frequency and severity of asthma
attacks, because the term (identity) ‘steroid’
raises the specter of risk (consequences) associ-
ated with the injection of steroids that are used by
athletes (van Grunsven, 2001). Anti-depressants
are associated with fears of addiction; 85 per
cent of a sample of 2003 respondents favored
counseling for treating depression and were
opposed to anti-depressant medication; 78 per
cent believed these medications addictive
(Priest, Vize, Roberts, Roberts & Tylee, 1996).
Fear of addiction plays an unfortunate and
powerful role in the underprescribing and
under use of pain medication in patients
suffering from end-stage chronic illness
(McCaffery, 1992). Provider and patient con-
cerns about addiction persist despite evidence
showing that self-administration of pain medi-
cation following surgical treatment does not
lead to addiction (Zenz, 1991). Cox and
Gonder-Frederick (1992) have identified and
assessed fears of insulin and found that these
fears are a barrier to effective, long term self-
management of diabetes (Cox, Irvine, Gonder-
Frederick, Nowacek & Butterfield, 1987).
Diabetic patients who are fearful of hypo-
glycemia attacks undermedicate, have chronic-
ally elevated levels of blood sugar (assayed by
hemoglobin A1c), and put themselves at risk
for complications of kidney failure, blindness,
and foot ulceration and amputation. A growing
body of data indicates that time-lines, that is
both expected and experienced time, affect the
use of both pain and anti-depressant medica-
tion; people prefer quick to slow remedies
(Chapman, 1996; Chapman et al., 2001).

Horne, Weinman and Hankins (1999) have
assessed two, higher order medication beliefs
that occurred in patients with diverse chronic
illnesses and that appear to subsume these
specific treatment related fears. The first, the
perception that medication is necessary (sim-
ilar to the concepts of benefits in the health
belief model), is strongly related to adherence
to medical treatment. The second, that medi-
cations pose risks, is related to non-adherence.
The belief that medication may be addictive is

an important contributor to the belief that
medications are risky (Horne, 1997; Horne &
Weinman, 1999).

Action plans

Action plans, for example deciding to go for a
tetanus shot on a particular day, at a specific
time, using a specific mode of transportation,
represent a major step toward converting
an attitude or intention into performance
(Leventhal, Singer & Jones, 1965; Sheeran,
2002). A chronically ill individual may be moti-
vated to act, that is perceive a treatment or self-
care behavior as necessary, have specific goals
(symptom control) and specific coping proced-
ures in mind, yet fail to act if they have not
formed an action plan. Studies conducted over
30 years ago showed that individuals exposed
to health warnings took recommended actions,
for example tetanus inoculations and reduced
cigarette smoking, when the messages com-
bined a health warning with an action plan.
Warnings of danger, no matter how strong, had
no effects on behavior in the absence of plans,
and plans had no effects in the absence of a
warning (Leventhal, 1970). Sheeran’s (2002)
meta-analysis of recent studies clearly rein-
forces the message: in the absence of action
plans, goals, no matter how desirable, typically
fail to generate action. Many of these studies,
however, involved simple, one-time actions to
prevent acute conditions, for example taking
flu shots (McCaul, Johnson & Rothman, 2002)
or screening (e.g., mammography) for a
chronic illness. The efficacy of plans for long
term maintenance of behavior is under studied.

Plans appear to be beneficial either because
they minimize the demands on memory and
need for conscious retrieval by shifting the
control of behavior from internal thoughts
and intentions to stable external cues, or
because they promote rehearsal of the behav-
ior and generate commitments to action
(Gollwitzer, 1999). As chronically ill elderly
people are most likely dealing with multiple ill-
nesses, minimizing demands at retrieval and
reducing the load on working memory may be
important for adherence. Relying upon external
cues to stimulate action may not be sufficient,
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however, for appropriate self-management of
chronic conditions; plans must not ignore
the need for cues to mark the completion of
action. It is easy to fail to notice the perfor-
mance of a repetitive, automated action, for
example taking medication daily, and action
plans are needed to terminate as well as to
stimulate behavior, especially when repetition
entails risk.

Important as plans may be, it is clear that
‘even the best laid plans can go awry’. Plans
can be defeated by undesirable ‘side effects’
associated with specific procedures such as the
worrisome symptoms produced by chronic
use of medication. In addition to specifying
the where, when and how of action, plans
must consider how to integrate a health pro-
motive behavior into the individual’s ongoing
schedule. This is especially true for individuals
whose complex lives and burdensome and
unpredictable schedules can disrupt contact
with the cues and instruments needed to com-
plete repetitive behaviors. Park and colleagues
(1999) found environmental and life task
complexity an important predictor and
barrier for medication taking for people with
rheumatoid arthritis. Motivation and simple
action plans were insufficient to conquer
hectic and unpredictable environments.

Performance, and performance
appraisals

In an ideal world, actions taken to manage dis-
ease would provide immediate feedback
regarding their efficacy for disease control.
Unfortunately, feedback can be surprisingly
ambiguous respecting the efficacy of prescribed
treatments for many chronic conditions. The
ambiguity often resides in the absence of
immediate, perceptible change in experience.
For example, diuretics may have relatively weak
effects on the chronic background symptoms
of CHF (swelling of feet, fatigue) relative to
their observable impact on urination. As
change in these chronic symptoms may be dif-
ficult to detect, and these symptoms may not
even be seen as related to CHF, perceived bene-
fits and motivation for medication use may be
minimal and non-adherence perceived as rational.

Asymptomatic conditions represent a major
challenge for adherence: why take anti-
hypertension medication when the only symp-
toms one has are the need to urinate and the
diminished sexual function from the pre-
scribed diuretics (Heurtin-Roberts, 1993)? And
the elimination of symptoms can be a major
barrier to continued use of medication; HIV
positive elderly patients see little reason to con-
tinue medication once symptoms clear and they
believe they are cured (Siegel, Schrimshaw &
Dean, 1999).

The target of self-management, for example
the chronic disease versus its symptoms, can
have important consequences both for the
appraisal of control efforts and for emotional
adjustment. For example, emotional distress is
elevated among arthritic patients the more
their actions focus on curing what is an incur-
able condition. By contrast, emotional distress
was reduced among patients whose efforts
were focused on the alleviation of symptoms
(Affleck, Tennen, Pfeiffer & Fifield, 1987). Self-
regulation theory predicts these varied out-
comes as they are a consequence of the
two-level nature of illness representations, that
is, that the identity of a disease involves both
abstract knowledge (label) and concrete experi-
ence (symptoms).

The time-line concept is another example of
the greater specificity and complexity of the
self-regulation approach relative to the stress-
coping framework. The stress-coping frame-
work conceptualizes outcome appraisals as
perceived benefits and/or losses and ignores the
temporal expectations associated with these
evaluations. Yet only the seriously obtuse clini-
cian will fail to recognize that time is implicit if
not explicit in outcome expectancies and treat-
ment appraisals. By contrast, temporal expect-
ations play an important role in Bandura’s
(1989) conceptualization of agency as a source
of motivation for sustaining health promotive
behaviors over long time frames.

Coherence in the problem space

When feedback following self-treatment or
medical treatment shows movement toward
goal attainment, that is that the goals established
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by the illness representation are being met, the
problem solving process (the problem space) is
coherent. Coherence insures behavioral stabil-
ity, until the receipt of disconfirming feedback,
but it does not insure positive health outcomes.
The hypertensive patient who takes his medica-
tion only when symptomatic, for example when
he experiences headaches and/or a warm face,
because medication reduces these symptoms, is
at risk for stroke and myocardial infarction as
his representation is biologically invalid; eleva-
tions in tonic blood pressure levels are asympto-
matic (Meyer et al., 1985). Similarly, the system
is coherent for the patient with congestive heart
failure who fails to monitor his foot swelling
and fatigue but is content with the life saving
care he receives at the emergency department
after calling 911. Coherence, and a sense of effi-
cacy, can be a basis for adverse health outcomes
when they sustain inappropriate, risk inducing
health actions. It is important to note that coher-
ence is a system factor, that is, it indicates the
consistency among the system components.
This definition is different from, but comple-
mentary to, that of Antonovsky (1993a), who
defines and measures coherence as the posses-
sion of a global view of the relationship of the
self to one’s social and cultural context.
Antonovsky (1993b) expects positive associa-
tion between scores on his scale of coherence
and positive health outcomes.

Coherence is at the heart of expertise in
self-regulation. Expertise, that is knowing, per-
ceiving and acting to minimize the risk of
chronic illnesses such as diabetes, asthma and
congestive heart failure, requires the motiv-
ation and skill both to monitor and respond to
the environment (external and somatic), and
to understand that the management of experi-
ence differs from the management of disease.
The latter often requires the use of procedures
that follow the calendar and clock. A self-care
expert must also know what gaps exist in the
self-regulatory system, that is what it cannot
monitor and what it cannot control, and when
to seek expert, medical assistance. The effective
use of medical practitioners requires bidirec-
tional communication, and many practitioners
are unable to understand or communicate
with patients whose active self-regulation may
deviate from the biomedical perspective. The

consequence is the absence of the shared
representations, goals and responsibilities that
are important for the management of chronic
illnesses. When sharing is present, it can facili-
tate the formation of a high level of effective
self-care (Charmaz, 1999; Leventhal et al., 1999;
Zimmerman, Bonner, Evans & Mellins, 1999).

Prototypes

An individual’s history with chronic disease
gives rise to a memory structure, schema or
prototype of the disease process. The facile
and swift interpretation that greets the onset
of many somatic changes is evidence of proto-
types at work (e.g., ‘it’s just a cold: I’ll take
some aspirin’; ‘it’s my migraine’; ‘I’m afraid it’s
my heart: I’ll sit down and rest’; ‘It’s getting
bigger. I’m afraid it’s a cancer: I’ll go see my
doctor’). The prototype consists of the illness
representation, the procedures for goal attain-
ment, plans for action, and heuristics for eval-
uating inputs and consequences of action. The
prototype’s salient features will reflect experi-
ences that are distinctive and compelling, that
is symptoms that were unexpected, long last-
ing, and rapidly changing and physically
intense (Mora et al., 2002), and actions that
regulate these threatening experiences. The
emphasis given to severe, long lasting and
rapidly changing events, and the feedback
from procedures that terminate these highly
stressful experiences, can create biases that
introduce deviations between the prototype
and the biological processes underlying the
chronic condition. The result of this discrep-
ancy will be less than optimal treatment adher-
ence and inappropriate self-management. For
example, delay in care seeking can occur when
symptoms of a second myocardial infarction
differ from the ingrained image of an earlier
attack (Wielgosz, Nolan, Earp, Biro & Wielgosz,
1988). These differences can also disrupt long
term management.

Context: Self, Social and Cultural

The self-regulation model postulates an ongo-
ing, interactive relationship of contextual
factors and the problem space. The representa-
tions of a disease and its treatments are affected
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by beliefs about the self and cultural views of
illnesses and treatments (see Leventhal et al.,
1999). These relationships are bidirectional: the
interpretation of somatic experiences and the
outcome of specific procedures for chronic dis-
ease management will alter beliefs about the
self and will shape cultural beliefs about illness
and treatment. This perspective is not fully
captured by theoretical analyses which empha-
size that contextual person and social factors
moderate the perceptions and beliefs involved
in the process of adjusting to chronic illness
(Christensen, 2000), as the typical moderation
view assumes that contextual variables are
stable and that influence flows from context to
process. Our view is that the variables shape
one another, that is, they are involved in a bidi-
rectional constructive process. This does not
imply that the amount or rate of change is sim-
ilar in each direction. In most instances, with
the exception perhaps of epidemics (e.g.,
SARS), influence from the context to the prob-
lem space is swifter and more extensive than
influence in the other direction.

Self as context

A variety of self-identities can interact with and
moderate how representations of specific
chronic illnesses will affect behavior. It is obvi-
ous, for example, that the emotional distress
associated with a chronic illness will be greater if
the illness poses a threat to physical and mental
functioning and life plans that are central to the
self (Ewart, 1991; Hellestrom, 2001; Hooker &
Kaus, 1994; Leventhal et al., 1999; Martin et al.,
2003). Discrepancies between current levels of
symptoms, physical function, and life activities
with prior and/or desired levels (Heidrich,
Forsthoff & Ward, 1994) are a source of distress
and the basis for the development of the repre-
sentation of the ‘ill self ’ (Cantor, 1990; Cantor &
Kihlstrom, 1987; Hellestrom, 2001; Kugelmann,
1999). Discrepancies with the ideal self also can
be generated by images of a future, possibly ill
self (Hooker, 1992).

A hierarchical model appears to represent
how self-identities have been conceptualized
and assessed. This view has factors such as
self-esteem at the apex; intermediate identities
affecting how diseases are represented or how

the self is seen as an agent in a specific domain;
and very narrow beliefs at the base, such as
response specific self-efficacy, for example
believing one is good at monitoring one’s heart
rate.

Identities interact with
representations and procedures

Self-identities such as felt age and self-assessment
of health (SAH) are interesting in that they
appear to interact specifically with the repre-
sentation of chronic illnesses, that is, with the
meaning of their symptoms and their perceived
consequences. For example, age appears to influ-
ence perceived vulnerability to risk in different
ways throughout the lifespan. The teenager’s self-
identity is often described as alienated from the
adult world and indifferent to future harm,
leading to the perception that threats of lung
cancer and cardiovascular disease are irrelevant
to the self. The net result is failure to accept the
relevance of messages to avoid smoking and
drug use. Middle-aged women culturally condi-
tioned to perceive heaviness as a sign of good
health are unlikely to believe that dieting and
weight loss can reduce the risk of diseases such
as diabetes; the representations of a healthy self
and disease are discrepant (Liburd, Anderson,
Edgar & Jack, 1999). And at the upper end of the
lifespan, women 70 years of age and older who
have children and grandchildren may perceive
themselves as no longer at risk for breast cancer
and be less motivated to use mammography for
early detection. The false sense of security
emerges from the representation of breast
cancer as a disease that is most likely to strike
women in their 40s and 50s, although the inci-
dence of breast cancer is actually highest for
women over 70. An individual’s report on her
health status (SAH), that is, as excellent, very
good, good, fair or poor, is a powerful predictor
of mortality and is responsive to changes in
daily function (Idler & Benyamini, 1997).
Although SAH is related to somatic experience,
it is difficult to find a consistent relationship
between SAH and health relevant behaviors
(Mora et al., 2002).

By contrast, self-identities such as self-efficacy
(Bandura, 1977, 1989) and self-regulative
strategies (Leventhal & Crouch, 1997) have their
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major impact on the choice and performance
of procedures for illness management. Self-
efficacy, an indicator of motivation and compe-
tence to perform specific behaviors, can be a
positive or a negative factor with respect to pre-
vention and adaptation to chronic illness. For
example, an elderly patient with adult onset
diabetes who is high in self-efficacy is likely to
acquire the skills needed to monitor blood sugar
levels, adjust his or her diet and insulin use, and
maintain good blood sugar regulation over long
periods of time (Kavanagh, Gooley & Wilson,
1993; McCaul, Glasgow & Schafer, 1987; Piette,
Weinberger & McPhee, 2000; Rubin, Peyrot &
Saudek, 1989, 1993). On the other hand, if
patients neither perceive diabetes as chronic nor
understand its causes ( Jayne & Rankin, 2001),
for example its link to excessive weight, their
self-efficacy may be directed toward behaviors
that are ineffective for management of the bio-
logical processes underlying the disease.
Similarly, patients with CHF may be absolutely
confident that they can weigh themselves daily
yet fail to do so because they do not see a con-
nection between their states of fatigue and
breathlessness and congestive heart failure,
and do not see any connection between fluid
retention, weight gain and these symptoms
(Horowitz et al., in press). The good match
between the contextual self and action, that is
self-efficacy to weigh oneself, fails to generate
action as neither the constant symptoms nor the
act of taking one’s weight is coherent with CHF
and taking diuretics. Many investigators con-
ceptualize and measure self-efficacy as the
patient’s belief that s/he can achieve a specific
outcome, for example ‘Can you weigh yourself
so you know when to use your water pills to
avoid the need for emergency care?’ A high score
on such a measure is better conceptualized as
self-efficacy in CHF management (Bandura,
1989) rather than the ability to take a specific
action, that is to stand on a scale and read the
weight, the original definition of self-efficacy
(Bandura, 1977). When self-efficacy is broadly
defined it will assess the coherence of the indi-
vidual’s complete problem solving skills rather
than ability to perform any particular aspect of
the problem solving process. And when assessed

broadly, one cannot identify the specific factors
responsible for high or low levels of self-efficacy,
making the measure less useful for developing
interventions to enhance treatment adherence.

Self-efficacy is only one of a number of
beliefs about the self that appear to have a
direct effect on strategies for managing chronic
illnesses. Generalized approaches to the man-
agement of the physical and psychological self,
for example self-regulation strategies, will
affect the choice and consistent use of proced-
ures for chronic illness management. For
example, because they believe that conserving
resources will insure a longer, disease-free life,
individuals 65 years of age and older are quick
to visit their primary practitioners to diagnose
illness risks and let the practitioner shoulder
the burden of illness management (Leventhal,
Easterling, Leventhal & Cameron, 1995;
Leventhal, Leventhal, Schaefer & Easterling,
1993). The belief that conservation of resources
is important for a longer, disease-free life does
not, however, always lead to effective illness
management. Elderly individuals adopting this
strategy were less likely to expend the energy
needed to find new activities to replace activi-
ties that were given up because of the onset or
worsening of chronic illness (Duke, Leventhal,
Brownlee & Leventhal, 2002). Conservation
and disengagement (Scheier & Carver, 2003)
appear to be common strategies in the later
years of life (Baltes & Baltes, 1990), as is their
converse, ‘use it or lose it’. Indeed, conservation
strategies can be generalized into a lifestyle as
seen in cardiac patients who are unfavorably
described as cardiac cripples (Aikens, Michael,
Levin & Lowry, 1999). A balance between the
conservation and exercise of the system are
likely critical for sustaining the vigor of the
physical self. Finally, as the physical self is the
implicit if not the explicit base for all self-
identities (Epstein, 1973), it is likely that any
strategy designed to enhance the physical self
will have significant affective consequences.

Social and cultural context

Social and cultural influences affect all facets of
the self-management of chronic illness, from
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the detection and labeling of symptoms to the
decisions to seek medical care, to use alterna-
tive practitioners, and to make any lifestyle
changes for illness management. The impact of
cultural factors is most clearly articulated in
anthropological studies of ‘folk illnesses’, that
is, explanatory models of illnesses that differ
from the biomedical model of the same disease
(Chrisman & Kleinman, 1983; Kleinman,
1988). For example, in many Hispanic commu-
nities, gastrointestinal distress (e.g., stomach
aches, bloated stomach, cramps, and lack of
appetite) are labeled as empacho, a disorder
‘caused by food getting stuck in the stomach or
intestines’ (Weller, Pachter, Trotter & Baer,
1993: 121). Lay diagnoses of empacho recog-
nize that the symptoms can indicate serious
conditions that can lead to death, but do not
define it as a bacterial or viral infection. The
lay definition encourages treatment with
herbal teas, massage, rolling an egg on the
stomach, and so on, to dislodge the material
‘stuck’ in the gastrointestinal tract. Folk models
cannot be ignored as they can create barriers to
communication between physicians and
patients and lead to the use of remedies that,
though benign, as in the case of empacho, are
useless for treating a potentially dangerous
disease (Simons, 1993).

People appear to use medical and folk treat-
ments in parallel, which is not problematic as
long as the two have no serious interactions
(Pachter, 1994: 691). Parallel use is widespread
in industrialized, Western culture, where it
was labeled initially as ‘alternative’ medicine
and more recently as complementary medi-
cine. The use of complementary medicine
is more common among well educated indi-
viduals managing life threatening chronic
conditions, for example metastatic cancer
(Cassileth, Lusk, Strouse & Bodenheimer,
1984; Cassileth, Lusk, Walsh, Doyle & Maier,
1989). The majority of empirical studies on
the use of complementary medicine in Western
countries report on the prevalence of use in
patients with different chronic illnesses (e.g.,
Eisenberg et al., 1998) and do not examine the
mental models driving complementary use.
When examined in Western samples, the folk

models that are found appear similar to
those reported in less Westernized cultures.
Complementary treatments are justified as
natural, less risky, and satisfying the need for a
spiritual and holistic ( Furnham & Forey,
1994) approach to strengthening the body’s
intrinsic defenses, for example the immune
system, without the risk of damaging the
body’s defenses while killing pathogens
(Kaptchuk & Eisenberg, 1998; Moser et al.,
1996). Unfortunately, virtually all alternative
therapies are of unknown efficacy and are
either completely ineffective or less effective
than traditional treatments or medically
recommended lifestyle changes for prevention
and control of chronic disease, for example
diet and exercise (e.g., Stampfer, Hu, Manson,
Rimm & Willett, 2000).

By nesting the problem space, the represen-
tation of illness and procedures for manage-
ment, in the context of the self and cultural
system, the self- regulation model captures the
multilevel nature of behavioral controls. This
is extremely important on two accounts. First,
it makes clear that effective self-management
depends upon a coherent relationship among
factors across the levels of the problem space,
the self and the cultural context (Antonovsky,
1993a). High levels of self-involvement and
self-efficacy do not insure effective manage-
ment of chronic illnesses if the chronically ill
individual and/or his or her social network
lack a valid representation of the illness and
available treatment procedures. Second, the
bidirectional arrows between the problem
space and these higher order systems indicate
that every single feature of the representation,
the heuristics for its construction, the proced-
ures and plans for action and the rules for
appraising outcomes, are subject to influence
from self and cultural systems and will influ-
ence the self and cultural system. Moreover,
the influence of the context on the problem
space can be mediated, that is, social factors
can affect management of chronic illness
through their effects on the representation of
the illness or by acting directly on behaviors
through modeling, direct instruction, or coercion
(Zola, 1973).
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PROTOTYPES, EMOTIONS AND CHRONIC
ILLNESS: DEVELOPING THEMES FOR
BEHAVIORAL RESEARCH

As our approach to the study of adaptation to
chronic illness has focused on theoretical models,
it may appear that we have given insufficient
attention to the very substantial bodies of empir-
ical work on topics such as emotional distress
(i.e., depression) in response to chronic disease,
and treatment adherence. As space precludes the
traditional review of these areas, a task that is
impossible given the size of the literature and the
availability of several excellent such reviews,
we will focus on theoretically relevant issues in
two areas: (1) illness prototypes and the self-
management of chronic illnesses, especially
models of illness that serve as barriers to effective
self-management of CHF, asthma, and diabetes;
and (2) emotional distress (anxiety and depres-
sion) in response to chronic illness. We also com-
ment briefly on possible effects of testing for early
markers of disease vulnerability (e.g., genetic
testing) on self-system and preventive behavior.

Illness Prototypes and
Self-Management of Chronic Illness:
The Non-Adherence Problem

As we stated earlier, non-adherence to treat-
ment and lifestyle options poses major prob-
lems for both prevention and control of
chronic illnesses. Adherence is more difficult to
achieve for long term, complex, lifestyle behav-
iors, for example diet, exercise and sleep pat-
terns, in contrast to simple, one-time actions
such as mammography, fecal occult blood tests
and PSA tests for colon and prostate cancer,
and annual flu shots. Patients who take more
medications, as well as those who believe they
are overmedicated, report lower medication
adherence, more drug reactions, decreased
health related quality of life, and an increase
in symptomatology that is compatible with
unrecognized side effects of medication
(Fincke, Miller & Spiro, 1998). As stated
earlier, adherence is adequate, that is sufficient
to achieve a clinically measurable effect, for
no more than 50 per cent of the individuals

managing one or more chronic conditions
(Phillips et al., 2001: 826). Though the level of
non-adherence appears to exceed that of adher-
ence, we believe it would be wrong to infer that
these data reflect a lack of motivation to avoid
and/or control the worsening and more serious
side effects of diabetes, asthma, CHF, and other
such chronic conditions. People may wish to
control and avoid the adverse consequences of
serious chronic diseases, but for one reason or
another they may forget to act or feel reluctant
to act. Their reluctance may stem from a failure
to see the logic of treatment and/or concerns
about the risks involved in adhering to treat-
ment (Horne, 1997).

Although biologically valid illness represen-
tations are only one of many factors influenc-
ing adherence, they are potentially of special
significance for long term adherence for
chronic conditions whose biological base pro-
vides rapidly changing and at times inconsis-
tent information about disease status. For
example, both asthma and CHF appear to gen-
erate episodes of severe and rapidly changing
symptoms, encouraging patients to think of
themselves as sick and needing treatment only
during the episodes; there is no perceived need
for treatment during the between-episode,
symptom-free, well time. Illnesses such as
hypertension and diabetes pose special prob-
lems for adherence both because they are
asymptomatic (Phillips et al., 2001) and
because they may become symptomatic, for
example diabetic neuropathy as a cause of
foot pain, and become asymptomatic once
again (e.g., Chan, 1991; Dyck et al., 1993).

Two decades ago, Bishop (1991) presented
data suggesting that illness prototypes under-
lay the organization generated in the multi-
dimensional scale of disease labels. Prototypes
or schemata combine illness representations,
coping procedures, and action plans with emo-
tional reactions. Well formed prototypes are
comprehensive and coherent structures, relat-
ing representations to procedures, plans and
anticipations, and interpretations of response
produced feedback. The prototypes underlying
the behavioral system for chronic illnesses are
often less well structured, that is they may be
implicit rather than explicit, and incorporate
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only some of the features found in fully
developed schemata. A prototype or mental
model may influence behavior for several dis-
eases. We will discuss one prototype that has
been identified in clinical practice (Leventhal
& Leventhal, in press): the acute/episodic
(acute/cyclic) prototype.

The acute/episodic prototype:
treatment adherence for CHF
and asthma

The illness experience of the great majority of
people growing up in industrialized societies
consists of months-long disease-free periods,
punctuated by episodes of the common cold,
gastroenteritis, and non-life-threatening injuries.
These conditions are initiated by external
pathogens, have relatively rapid onsets, and
can be identified by characteristic symptoms
such as coughing, sneezing, gastrointestinal
bloating and pain; and though disruptive of
ongoing activities, they invite procedures such
as aspirin for pain control, fluids and rest, and
are self- limiting and relatively short lived. This
personal, medical history is represented as a
mental model that can be characterized as an
acute illness schema, a model that plays a role
as a ‘first line of defense’ for separating illness
from the self (‘I am not “sick”, I have a cold’:
Leventhal et al., 1999).

Although experience with diseases such as
adult onset diabetes, myocardial infarction,
cancer, and CHF will gradually generate
schemata relevant to the chronic features of
these illnesses, the chronic schemata are con-
stantly competing with the schema represent-
ing the lifetime of acute, self-limited
conditions. The blending of the chronic and
acute frameworks and the assimilation of
symptom and functional changes into this
schematic blend will result in a prototype that
differs from the chronic biology of the disease.
The acute/episodic mental model of disease is
common among adults with moderate and
severe asthma. In one study of inner city adults
with moderate and severe asthma, 53 per cent
felt that they only had asthma when they were
having asthma symptoms. Patients who held
this ‘no symptoms, no asthma’ health belief

were more likely to have other suboptimal
disease and treatment beliefs, less likely to
adhere to chronic, daily medications (inhaled
steroids), and less likely to perform other self-
management behaviors (Halm et al., 2003).
This mismatch of schema to biology could be
partially responsible for the high rates of
death, disability, hospitalization, and emer-
gency department visits of the 10 per cent of
asthmatics suffering from severe forms of the
disorder and for 54 per cent of the 6.2 billion
dollars in annual asthma expenditures (Weiss
et al., 2000). The picture for CHF is no less
grim: of the nearly 5,000,000 sufferers in the
US (American Heart Association, 2002), 75 per
cent of the men and 62 per cent of the women
will die within 5 years of diagnosis (Ho,
Anderson, Kannel, Grossman & Levy, 1993),
and it has been, and still is, the most common
reason for hospitalization and emergency
department visits by persons over 65 years of
age in the US.

Unlike acute illnesses which require treat-
ment when symptomatic, self-management
activities for asthma and CHF are to be con-
ducted daily whether one is or is not sympto-
matic, for example peak-flow metering to
assess pulmonary function and use of steroid
inhalers for asthma, and monitoring edema,
weight and the use of diuretics for CHF. Severe
exacerbations in each require different treat-
ment (e.g., use of controllers for asthma), and
when unsuccessful can lead to hospitalization.
Data show that the great majority of patients
with CHF do not monitor somatic symptoms
or weigh themselves on a daily basis, and the
great majority of asthma patients do not use
steroids on a daily basis (Chin & Goldman,
1997; Ni et al., 1999). A chronic model is con-
gruent with daily use, that is, the disease is
present and to be monitored and treated every
day whether one is symptomatic or not. An
acute model is inconsistent with this behav-
ioral prescription; illness and treatment are
congruent with symptom episodes, not with
symptom-free (disease-free) periods. It is
important to note that none of these tasks is
complex and/or difficult to perform. Asthma
patients do use controllers, and do so
vigorously and frequently when severely
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breathless and dysfunctional; indeed, greater
use of controllers during crises is associated
with more frequent hospitalization. CHF
patients in crisis resort to calling for emergency
assistance and admission to hospital emer-
gency departments when incapable of breath-
ing and dysfunctional (Chin & Goldman,
1997; Ni et al., 1999). Hence, self-management
is episodic and crisis oriented.

Zimmerman and colleagues (1999) have identi-
fied four different levels of expertise in self-
management of asthma, ranging from those who
deal with asthma as a series of crises to individuals
who do peak-flow metering, monitor changes
in symptoms specific to asthma and use preven-
tive medication (steroid inhalers) on a regular
basis. These effective self-managers have fewer
episodes of hospitalization, generate less medical
costs and put themselves less often at risk for seri-
ous complications, including the possibility of
death. How do patients make the seemingly
linear transition from disorganized (from the
medical perspective) to expert self-management?
Qualitative interviews with CHF patients suggest
it is incorrect to say that inadequate self-care
reflects ‘failure to develop expert’ self manage-
ment, as individuals who treat their CHF as a
series of episodic crises are experts in dialing 911
and heading for the nearest emergency depart-
ment when in crisis mode (Horowitz, Rein &
Leventhal, 2004). This model is non-optimal
from the biomedical perspective as it ignores the
quiet, symptom-free periods and risks further
damage to heart muscle as well as risk of death if
an episode proves unmanageable. That severe,
rapidly changing symptoms will dominate the
patient’s mental representations can be predicted
from simple, psychophysical rules such as Weber’s
law; large, rapid changes are highly noticeable and
form an excellent fit with the highly available, acute
model generated by a lifetime of minor illnesses
(Lau et al., 1989). As it takes little time or skill to
weigh oneself and use a diuretic, self-regulation
for controlling CHF appears to make few
demands on self-efficacy. Indeed, it is extremely
unlikely that a chronically ill person would think
him or herself incapable of performing these
tasks. The situation would be similar for the asth-
matic; unless he or she challenges the pulmonary
system, for example by controlled exposure to a

mild allergen or by climbing stairs, it may be
difficult to detect the benefits of regular steroid
use which would be important experiential evi-
dence to support a chronic model. Thus, although
self-efficacy is an important motivator for initi-
ating and sustaining behavior, effective self-
regulation requires that self-efficacy be joined
with a coherent problem solving structure, that is,
an illness representation that is linked to proce-
dures that produce valid feedback for disease
control (Horowitz et al., 2004).

Emotional Response to Chronic Illness:
Moderators and Pathways

Emotional distress in the context of chronic ill-
ness has adverse effects on adherence to treat-
ment, quality of life and the cost of medical care
(de Groot, Anderson, Freedland, Clouse &
Lustman, 2001; DiMatteo, Lepper & Croghan,
2000). For example, a recent analysis of the
annual cost of care for CHF patients found that
the median cost per patient for 312 patients who
were on anti-depressant medication but had no
recorded diagnosis of depression was $11,012
per year, and was $9,550 for 114 patients who
were diagnosed as depressive and prescribed
anti-depressants, versus $7,474 for 672 patients
with CHF with no evidence of depression
(Sullivan, Simon, Spertus & Russo, 2002). But, is
severe emotional distress a necessary accompani-
ment of severe, chronic illness? And if not, do
self-regulation variables play a role in forming
this connection?

Prevalence of emotional distress
with severe chronic illness

Although laypersons, clinicians and investigators
are prone to expect high levels of emotional dis-
tress among individuals with cancer, cardiovas-
cular disease, diabetes, and severe rheumatoid
arthritis or osteoarthritis, the expectation that
individuals with these illness are more anxious,
depressed and angry than well persons matched
on various demographic characteristics is not
readily supported by empirical data. As Coyne
and colleagues have pointed out (Coyne &
Schwenk, 1997; Coyne et al., 2000; Palmer &
Coyne, 2003), when these comparisons are made

THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY222

Sutton-08.qxd  10/9/2004  1:00 PM  Page 222



there is little or no evidence for increased
incidence or prevalence of major depressive dis-
orders and/or severe distress among the severely,
chronically ill individuals in comparison to non-
chronically ill, matched controls.

Among the problems that appear in assessing
the prevalence of distress and/or depression
among the physically ill, two stand out. First,
investigators may use different criteria for
assessing distress, some focusing on major
depressive disorders, others on distress or
depression as a continuous variable. Second,
assessment is complicated by the overlap of
the somatic features of depression with the
symptoms of physical illness. For example,
cancer patients in chemotherapy treatment
report fatigue, sleep problems, and so on, symp-
toms diagnostic of depression, though their
responses to non-somatic items of instruments
such as the CES–D are no different from those
of healthy, non-depressed controls (Bukberg,
Penman & Holland, 1984). The Hospital Anxiety
and Depression Scale (HADS), which was
designed to resolve this problem (Zigmond &
Snaith, 1983), excludes items tapping physical
symptoms and negative moods; it is, therefore, a
measure of anhedonia. If there are multiple
forms of depression, for example major depres-
sive disorders, dysthymia, symptomatic depres-
sion common in the elderly (Gallo, Anthony &
Muthen, 1994), and other forms of depressed
affect (Blazer, Hughes & George, 1987; Blazer,
1989), it may not always be appropriate to treat
reports or observations of somatic symptoms as
a confound of chronic illness. The decision to
adopt one or more measures depends, therefore,
upon the chronic illness, the definition of dis-
tress, and features of the population, for example
age, as emotional distress or depression is often
manifest by somatic symptoms rather than as
negative moods or self-denigrating cognition
among elderly patients with multiple chronic
illnesses (Gallo, Rabins & Anthony, 1990;
Leventhal et al., 1999).

Affect dynamics: time and
self-regulation

Although there is little evidence of an increase
in major depressive disorders among the

chronically ill, they do experience episodes
of intense emotional distress. As would be
expected by self-regulation models and theories
of emotion (Scherer, 1999a), anxiety and
depression will be elicited by changes in the
individual’s illness. Anxiety and fear are more
common at the outset of crises, for example
when a woman is told she has breast cancer, or
the day prior to medical check-up to see if she
is cancer free or has a recurrence (Easterling &
Leventhal, 1989; Silverman, 1999), and in
response to vague, somatic symptoms if she
feels vulnerable to cancer (Andrykowski et al.,
2002; Easterling & Leventhal, 1989). Similarly,
persons with chronic illnesses are likely to have
elevated levels of emotional distress and
depression when they experience complica-
tions, and increased levels of fear and panic at
the onset of decompensations of their condi-
tions (Lustman et al., 2000; Musselman, Betan,
Larsen & Phillips, 2003). In addition, depres-
sion may be more common after prolonged
and unsuccessful efforts to moderate the grow-
ing dysfunctions associated with an apparently
uncontrollable and progressing chronic illness.
Differences in the pattern of events surround-
ing the ongoing efforts by self and others to
manage the disease are responsible for the dif-
ferentiation in emotional experience (Scherer,
1999a).

Counter perhaps to common sense, there
are circumstances under which the events
surrounding severe and life threatening chronic
illness can lead to positive emotional reactions
(Antoni et al., 2001). Positive feelings can arise
when the illness and its treatment allow the
individual to free him or herself of distressing
life burdens and when the experience with dis-
ease enhances the sense of personal strength
and mastery. For example, the contrast formed
by successful and pain-free survival from
painful surgery and breast cancer, a disease
that is perceived as life threatening, can
enhance the individual’s sense of efficacy, and
improve both the individual’s interpersonal
relationships and their outlook on life
(Andrykowski et al., 1996). Although self-
regulation theory would predict positive gains
when the experience of disease and treatment
contrasts with previously held representations,
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it would also predict that positive affect and
personal growth would be unlikely in the face
of a chronic condition such as CHF that is
both severe and progressively debilitating.

Pathways from chronic illness to affective
distress: direct path

Investigators have begun to define the direct
and indirect pathways from chronic illness to
emotional distress, with depression the most
frequently examined outcome. Direct effects
occur when depression is elicited by the
physiological changes of the disease process.
The case for direct effects seems particularly
strong for neurological disorders such as
Parkinson’s disease where disease related
reductions in CSF levels of 5-hydroxy
indoleacetic acid (5-HIAA), the principal
metabolite of serotonin, have been implicated
as the cause of the high, 40 per cent on aver-
age, prevalence of depression (Cummings,
1992). The variation across studies is also
high; Cummings (1992) reports rates of 4 to
70 per cent across 26 studies. Although the
variation may be due in part to differences in
the criteria for diagnosing depression, it
undermines the credibility of the direct effect
hypothesis. The case is further undermined as
the disruption of motor activity, which is
often a mediator connecting depression to ill-
ness, is a major consequence of depression. In
addition, some chronic illnesses may produce
dysregulation of the hypothalamic–pituitary–
adrenocortical (HPA) axis and generate pro-
inflammatory cytokines that have been
implicated in depressive processes. HPA axis
dysregulation has been identified in chronic
illnesses such as diabetes (Cameron, Kronfol,
Greden & Carroll, 1984; Ribeiro, Tandon,
Grunhaus & Greden, 1993; Roy, Collier &
Roy, 1990). The relationship of depression to
diabetes may also be bidirectional, as depres-
sion induced elevations in pro-inflammatory
cytokines (Maes et al., 1995, 1997) may
contribute to the development and mainten-
ance of diabetes (Falcone & Sarvetnick,
1999; Rabinovitch, 1998; Vial & Descotes,
1995), which in turn stimulates HPA axis
dysregulation. Direct paths pose a challenge

to self-regulation models as the levers for
their management are not immediately clear.

Indirect paths: physical and
psychological function

The number and complexity of the indirect
pathways connecting chronic illness and emo-
tional distress make clear why it is difficult and
often naive to attribute the connection to sim-
ple, direct paths. Chronic illness and emotional
distress can be linked by physical dysfunctions
which disrupt social relationships and roles
critical to self-identities, and by a variety of
psychological processes involved in the repre-
sentation of the two disorders. For example,
although diabetes and depression are differen-
tiated at an abstract level, that is they have
different labels, their identities overlap at the
experiential level, that is, with the identifica-
tion and representation of symptoms. Insulin
based reduction of blood sugar often generates
symptoms of fatigue and anxiety which are
common in depression (Gonder-Frederick &
Cox, 1991: 229). Further, both diabetes and
depression have chronic or stable time-lines,
similar consequences, namely disruption of
physical function and social relationships (sep-
aration from others due to special diet, embar-
rassment due to medication use, isolation from
loss of energy and feelings of stigma and
worthlessness) and difficulties of control (nei-
ther is easily self-managed). And both can be
seen to be caused by deficits in or weaknesses
of the self, for example, being unable to regu-
late diet and engage in other lifestyle behav-
iors. Thus, the two conditions share factors in
each of the five domains of the common-sense
representation of illness, that is, in identity,
cause, time-line, consequences, and control
(Brownlee et al., 2000; Leventhal, Brissette &
Leventhal, 2003; Leventhal et al., 1980, 1992).

Numerous cross-sectional and longitudinal
studies have confirmed the existence of an indi-
rect path in which chronic illness is connected to
depression by illness produced physical dysfunc-
tion. Depression in elderly outpatients has been
related to both physician ratings of impairment
and patient ratings of activity (Williamson &
Schulz, 1992b), to functional disability in
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patients with end-stage renal disease (though
only for patients with lower levels of depression:
Rodin & Voshart, 1987), and to functional
impairment among insulin-dependent diabetics
(Littlefield, Rodin, Murray & Craven, 1990) and
adult onset diabetics (Lustman, Griffith, Clouse &
Cryer, 1986; Lustman, Griffith, Gavard & Clouse,
1992; Moldin et al., 1993). Longitudinal studies
have shown that depression among cancer
patients is predicted by activity restriction
assessed 8 months earlier (Williamson & Schulz,
1995), and to decline in functional status and
hospitalization among the elderly (Callahan &
Wollinsky, 1995); and depression, anxiety and
anger were related to physical disability among
patients hospitalized for chronic illness 6 months
earlier (Viney & Westbrook, 1991). Indeed, func-
tional impairment is typically a far better predic-
tor of mood than disease status. For example,
among cancer patients, performance status and
physical disability predicted mood disturbance
while the extent of disease and medical measures
did not (lung cancer: Cella et al., 1987; other
cancers: Bukberg et al., 1984). These factors and
activity restriction account for the relation-
ship between pain and depression in the elderly
(Walters & Williamson, 1999; Williamson, 2000;
Williamson & Schulz, 1992a; 1995; Zeiss
et al., 1996).

Only a very few studies, however, assess the
hypothesis that functional impairment is the
critical mediator of the link between chronic
illness and depression by testing whether con-
trolling for function reduces or eliminates the
association of illness with depression (e.g.,
Fitzpatrick, Newman, Archer & Shipley, 1991;
Triemstra et al., 1998; Walters & Williamson,
1999; Williamson, 2000; Williamson & Schulz,
1992a, 1995), and very few do so using longi-
tudinal data (e.g., Fitzpatrick et al., 1991;
Williamson & Schulz, 1995). A study by Aikens
and colleagues is an interesting exception as it
found in a sample of diabetics that high levels
of physical activity eliminated the association
of fluctuations in blood sugar levels with emo-
tional distress over a 2-week period (Aikens,
Aikens, Wallander & Hunt, 1997); distress and
blood sugar level were associated among dia-
betics who were physically inactive. Thus,
although it is unclear whether disease status

causes distress or vice versa, evidence is good
for the moderating role of physical activity.

Psychological factors and
indirect paths

The data identifying dysfunction as a mediator
of depression raise as many questions as they
answer, as illness severity and functional
impairment are related only moderately, and
higher levels and/or increases in functional
impairment have only a moderate effect on
elevations in depressed and/or dysfunctional
mood. It is clear that disease, function and
affective distress are not connected by some
sort of mechanical link such that change in one
necessarily leads to changes in the other.
Cognitive factors are likely playing an impor-
tant role in creating these links. The perception
of the causes, time-lines and eventual conse-
quences of illness and the experience and
hopes for treatment play a role in creating the
connections of chronic illness to functional
impairment and of impairment to increased
negative and decreased positive affect. For
example, Aikens and colleagues (Aikens et al.,
1999; Aikens, Zvolensky & Eifert, 2001) have
shown that cardiac patients who interpret
chest pain as a threat to life markedly reduce
physical activity, a ‘self-protective’ behavior
that avoids the experience of chest pain but
increases long term cardiac risk. Similarly,
diabetics who are fearful of treatment induced
hypoglycemia are non-adherent to prescribed
insulin regimens, resulting in elevations of
blood sugar, emotional distress, and an
increase in risk of diabetic complications
(Mollema, Snoek, Ader, Heine & van der Ploeg,
2001; Zambanini, Newson, Maisey & Feher,
1999).

Social factors and self-identities such as
optimism and strategies for self-regulation are
also involved in connecting disease, function
and emotional distress. Scheier and Carver
(2003) review a large number of studies consist-
ent with the hypothesis that optimism is a
source of motivation that sustains engage-
ment in life tasks and the making of efforts
to find replacements for activities that have
been relinquished. Consistent with their
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arguments, a longitudinal study by Duke et al.
(2002) found that elderly individuals who
replaced activities that had been given up
because of chronic illness showed increases in
positive affect from the year before to the year
after making the replacement. Finding a
replacement was negatively related to the self-
regulation strategy that the conservation of
energy would enhance longevity, and posi-
tively related to having social support and per-
sonal optimism. The original reduction in
activity was due to the severity of the illness and
not to social and personal factors. It is unclear
whether these outcomes reflect the impact on
function of top-down (abstract goals to func-
tion), bottom-up, or mid-level factors (self-
management strategies: conserve to live
longer), or all three. What is clear is that main-
tenance of function is dependent upon the
interpretation of the chronic threat and strate-
gies for self-management, and that maintain-
ing function is inconsistent with depression.

Is it realistic to separate direct
and indirect pathways?

Although defining direct and indirect path-
ways may seem reasonable, the two types of
paths may be interrelated by common
processes at the physiological level. For exam-
ple, moderate exercise by older persons, such
as walking 2 miles a day, increases life
expectancy by 5 five years in healthy, older
men (Hakim et al., 1998), maintains strength
and physical function (Fiatarone et al., 1994),
prevents adverse sequelae of myocardial
infarction (death and subsequent heart
attacks: Blumenthal et al., 1989), enhances
function and reduces morbidity in the final
years of life (Fries, 1983), and appears to be as
effective as pharmacotherapy and psy-
chotherapy for the treatment of clinically
depressed older adults (Moore & Blumenthal,
1998). That exercise has both physical and
psychological benefit is consistent with the
hypothesis that the bidirectional relationship
between physical activity and depression
reflects a shared physiological process
(reviewed in Leventhal et al., 2001). Thus, the
‘indirect’ path from disease through disruption

of physical activity to emotional distress and
depression may involve the very same mecha-
nisms implicated in the direct paths. Life is
complex!

Interventions disrupting the
pathways from chronic illness
to depression

Interventions that improve physical function-
ing of chronically ill persons provide the
strongest evidence for the hypothesis that
function mediates the association of chronic
illness with emotional distress. Both stress
management training (Antoni et al., 2001) and
educational sessions focused on skills to
enhance management of disease impact
(Helgeson, Cohen, Schulz & Yasko, 1999) have
been shown to reduce emotional distress
among breast cancer patients. In both cases,
lower levels of distress and fewer symptoms of
depression were reported by patients in the
intervention than in the control arm of a ran-
domized trial. For the past 35 years, Johnson
and colleagues have produced the most direct
evidence that the representations of illness and
treatment can affect function and emotional
distress. In an extensive series of studies they
have shown that preparatory messages inform-
ing patients about the sensory properties (e.g.,
how it would feel when the instrument con-
tacted the body) of an anticipated, noxious
examination (e.g., endoscopy, colposcopy, cast
removal etc.), and how to cope and partially
control the sensations associated with the pro-
cedure, led to substantial reductions in objec-
tive indicators (e.g., heart rate) and subjective
reports of distress. Monitoring these sensa-
tions, interpreting them as limited and benign,
and responding to facilitate the examination
and control noxious sensations consistently
reduced emotional distress ( Johnson, 1975;
Johnson, Kirchoff & Endress, 1975; Johnson,
Lauvier & Nail, 1989; Johnson & Leventhal,
1974). Longitudinal data showed that moni-
toring and understanding the meaning of
somatic sensations enhances long term adapta-
tion to chronic conditions (Suls & Wan, 1989).

Recent experimental data by Petrie,
Cameron, Ellis, Buick and Weinman (2002)
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provides further, albeit somewhat tentative,
support for the hypothesis that altering illness
representations can enhance function. They
tested the effects of altering illness representa-
tions on function (returning to work) in a
randomized trial of post-MI patients with a
relatively small sample of patients. The trial
compared standard care with matched con-
tacts for data collection to a three-session
intervention that differentiated between symp-
toms of wound healing and symptoms of heart
disease, broadened the range of perceived
causes of MI (lifestyle in addition to stress),
and cautioned against assuming that inactivity
would enhance recovery by conserving resources.
The intervention group showed speedier
recovery of function, that is return to work for
patients who were employed prior to surgery, a
trend toward increased participation in rehabili-
tation (not statistically significant due to lack of
power), better understanding of illness at dis-
charge, and less angina and less emotional dis-
tress 6 months post-discharge. It is important
to distinguish the reduction of distress gener-
ated by sensory information which focuses
patients on the benign nature of sensory expe-
rience from the effects observed when moni-
toring is operationalized as an individual
difference variable (Miller, 1996; Miller, Shoda &
Hurley, 1996). The individual difference
measure rates individuals who are unable to
shift their attention away from noxious cues
because they perceive them as threatening and
uncontrollable.

In summary, linking of symptoms to labels
(depth to the representation), providing
alternative views of causation and reasonable
time-lines (broadening the representation),
and providing information for the perform-
ance specific, rehabilitative actions (a coher-
ent self-regulation picture), improved function
and reduced reporting of disease symptoms
and emotional distress. Although the studies
testing such interventions use small samples,
the newer studies suggest that theoretically
defined interventions can be brief and effec-
tive in enhancing function and reducing the
negative impact of emotional distress. Coher-
ence, defined as an accurate representation
integrated with effective self-management

procedures whose feedback is appraised as
effective, plays a critical role in the mainte-
nance of function, that is, activities of daily
living, the reduction of emotional distress and
the activation of positive emotional reactions.

LOOKING AHEAD

The view of self-regulation here presented has
five central features. First, it requires identifica-
tion of the biomedical features of chronic dis-
ease with close attention to the effects of the
disease on the individual’s subjective experience
and physical and cognitive function. There is an
intimate connection between biomedical fea-
tures of chronic disease and self-regulation
processes. Second, it recognizes the effects of
both the social context and individual history
on the interpretation and elaboration of repre-
sentations of chronic illnesses, the procedures
deemed appropriate for their management, and
the experiences generated by these procedures.
Third, it calls for the identification of the
heuristics involved in the interpretation and
elaboration of the representation of both the ill-
ness and the procedures for management. The
representation and heuristics set the goals and
questions that are to be answered by expert and
self-management procedures. Fourth, an effec-
tive self-regulation model is substantive in
nature: it does not rely on single constructs to
understand behavior or to create interventions
to shape behaviors that are effective for disease
management. Self-regulation systems viewed in
context are complex multivariate systems that
can be influenced through multiple routes. The
self-system, its strategies and sense of efficacy,
are an integral part of self-regulation processes
but are not sufficient as explanations for behav-
ioral adaptation to chronic illness or adequate
conceptual guides for intervention. Most of the
leverage for intervention lies in the factors at
work in the ‘problem space’, or the experiences
generated by the performance of specific proced-
ures to reach goals for the regulation of disease
and disease related experience. Finally, the
heuristics involved in the formation of the five
domains of the representations of illness, the
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procedures for illness management, and the
representations and appraisals emerging from
the ongoing adaptive process, are the product of
the interaction of situational factors (culture,
social inputs, biomedical features of disease)
with underlying schemata. Schematic templates
are prepared to direct attention, behavior, and
interpretations of changing experience.

We can envision a number of routes both for
the development of self-regulation concepts
and for significant contributions to health
practices. They are as follows.

Interventions and Causal Analysis

It is relatively easy to imagine a variety of
themes to flesh out the self-representation
approach to the management of chronic dis-
ease. Longitudinal studies examining the effects
of theoretically defined interventions are clearly
needed. Interventions combined with longitu-
dinal observation provide a useful approach for
identifying both direct and indirect ‘causal’ rela-
tionships. Much can be learned by establishing
clear starting points for the observation of self-
regulation processes and using multivariate
procedures to model and compare the unfold-
ing of processes over time in different interven-
tion arms. To be useful, however, interventions
must be grounded in theory.

Prototypes: Expert Systems for
Patient–Provider Interaction

As we have emphasized throughout, the self-
regulation of chronic illness is engaged in by
individuals who are embedded in social con-
texts. The individual with a chronic illness is a
patient at the physician’s office, a family mem-
ber, an associate at work, and a member of a
church and other civic or informal social
groups, whose role performance is impacted in
one or more ways by a disease process and how
the disease manifests itself in the public arena.
Family, colleagues and friends lack the patient’s
subjective experience but may share with him
or her culture-wide stereotypes or observa-
tions of other persons with the ‘same’ chronic
disease (Alonzo, 1986). Discrepancies in how

the well and the chronically ill spouse
represent a chronic illness, beliefs about
its possible cure and severity, can generate
emotional distress (Heijmans, de Ridder &
Bensing, 1999); their effects on treatment
adherence, rehabilitation and efforts at maxi-
mizing function and return to pre-illness role
functioning have been insufficiently explored
(Leventhal, Leventhal & van Nguyen, 1985;
Nerenz & Leventhal, 1983).

Discrepancies between patient and provider
in the representation of illness and its treat-
ments can be a source of patient dissatisfaction
and non-adherence. It is distressing to note
that the greatest number of patients (60 per
cent) who dropped out of hypertension treat-
ment in the Meyer et al. (1985) study were
those who disclosed to their doctors their
belief that hypertension was symptomatic.
How should information be shared between
patients, doctors and family members, and
with whom are comparisons most likely to
impart valid information in shaping beliefs
and preferences for procedures for self-
management (Suls et al., 2000)? Can physi-
cians be as expert in the diagnosis and sharing
of patient and biomedical models as they are in
the diagnosis of disease and its treatment
(Leventhal & Leventhal, in press)? Doing so
will require time to listen, but the duration and
efficacy of listening depend upon the develop-
ment of models for patient and practitioner
interaction, the readiness to identify and make
public implicit cognitive structures, and the
creation of both micro and treatment systems
that allow and indeed encourage these activi-
ties (Berwick, 2002).

Emotion and the Management of
Chronic Illness

Although the intensity and duration of emo-
tional reactions associated with chronic illness
may not rise to the level needed for psychiatric
diagnosis, it is clear that emotional distress,
particularly depression, may interfere with
adherence and disease management. More pre-
cise identification of the time in the develop-
mental history and specification of the
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cognitive and behavioral factors that lead to
the differential arousal of fearful versus depres-
sive affect will be one of the challenges for self-
regulation theory. Interventions to modify
emotional reactions having adverse effects for
self-management pose a still greater challenge.
This is particularly the case given the ambigu-
ous outcomes seen in prior studies where
efforts to ameliorate depression have had neg-
ative impact on chronic disease, for example
use of pharmacotherapy to alleviate depression
and supportive, psychological interventions
increasing the risk of mortality for individuals
treated for and recovering from myocardial
infarction (Friedman et al., in press).

FINAL COMMENT

It is clear that both longitudinal descriptive
and intervention studies are needed to
enhance our understanding of self-regulation
processes and to improve the management of
chronic illness. What is less clear, however, is
whether current methodologies, particularly
the use of linear modeling, whether by means
of regression analysis and/or structural equa-
tion modeling (SEM), are up to the task.
Traditional regression fails because of its focus
on prediction over explanation. Path modeling
and SEM are at best modest improvements, as
they are less than ideal for managing complex
interactions or non-linear effects, and are
hampered by limitations in the number of
variables that can be included in models, and
by the conceptual problems in how variables
are represented (Borsboom, Mellenbergh &
van Heerden, 2003). They also do not depict
the moment-by-moment processes involved in
the acceptance and/or rejection of information
critical for the interpretation of symptoms and
the performance of treatment procedures.
Whether the addition of approaches under
development in the analysis of genetic causa-
tion will help is unclear. We firmly believe that
interdisciplinary teams combining the skills of
cognitive science, social and organizational
psychology, medical science and statistical
analysis will create decades of exciting and

innovative research, important additions to
theory, and much needed improvements in
clinical practice that will enhance the quality of
care for the chronically ill.
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INTRODUCTION

This chapter focuses on the influence that a
number of individual and social contexts have
on health, in particular those associated with
gender, ethnicity and the family, and how these
may differentially affect health at different
stages of the lifespan. These factors are inter-
twined in a complex web of causality; so much
so, that an individual’s health is likely to be
influenced by a variety of related factors. The
aim of this chapter is to outline the biological,
social and psychological factors that may inter-
act around these social categories.

GENDER AND HEALTH

An average woman’s life expectancy in the West
is significantly greater than that of men of the
same birth cohort. United Kingdom data for
1997, for example, from the World Health
Organization  (2003) showed that women live
6 years longer than men, with women likely to die
at 80 and men at 74 years old. These differences
are the result of a number of factors including
higher rates of accidents, violence, and adverse
work environments among men. A significant
portion of this difference is also attributable to

the earlier onset of coronary heart disease
(CHD) in men than in women. In the USA, for
example, nearly three-quarters of those who die
of myocardial infarction before the age of 65
years are men (American Heart Association,
1995): men’s age-adjusted death rate for heart
disease is twice that of women’s. Age-adjusted
cancer rates are also significantly higher in men
than women (Department of Health and
Human Services, 1996). Despite the observed
differences in mortality, men demonstrate
higher self-rated health, contact medical services
less frequently and experience less acute illness
than women (Reddy, Fleming & Adesso, 1992).
By contrast, women have been shown to
have higher levels of somatic symptoms and
long-standing illnesses than men (Lahelma,
Martikainen, Rahkonen & Silventoinen, 1999).

It is, perhaps, cautionary to note that while
this pattern of mortality is common among
industrialized countries, the pattern of health
advantage is often different in industrializing
countries. Here, differences in the life
expectancy of men and women are smaller and
in some cases are reversed, with mortality
linked to issues of structural disadvantage and
higher rates of infant deaths. Compared with
males, females in industrializing countries are
more likely to experience higher rates of prema-
ture morbidity and mortality due to their more

9
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frequent experience of pregnancy, with its
associated risks from shorter birth spacing
and inadequate health services (Doyal, 2001),
and poorer access to health care, education and
nutrition (Gray, 1993).

Explanations for Health Differentials

Biological sex differences

Biological models suggest that gender differ-
ences in mortality can be explained by underly-
ing physical mechanisms. From this perspective,
being born female is seen as conferring a natural
biological advantage in terms of longevity.
Some have suggested these differences are
genetically mediated through immunological
differences, with females demonstrating greater
resistance to infections (Davey & Halliday,
1994). However, the majority of research has
focused on the beneficial effect of oestrogen and
sex variation in the stress response. It has been
argued that oestrogen delays the onset of CHD
by reducing clotting tendency and blood choles-
terol levels, whilst testosterone increases platelet
aggregation (McGill & Stern, 1979). This would
help to explain observed increases in the preva-
lence of CHD in post-menopausal women
(Office for National Statistics, 1996). Apparent
gender differences in stress response have been
found in studies of reactions to environmental
stressors in laboratory settings, in which men
typically evidence greater stress hormone, blood
pressure, and cholesterol rises in response to
stressors than do women (Matthews & Stoney,
1988).

These hormonal differences have also been
used to explain the higher levels of risk-taking
activities in men. In an investigation of the rela-
tionship between testosterone and health-risk
behaviours in men, Booth, Johnson and
Granger (1999), for example, found that high
levels of testosterone increased the likelihood of
health-compromising behaviours such as
smoking and alcohol misuse. Whether these are
innate differences or the result of variation in
gender roles and masculine and feminine iden-
tity is unclear. Work by Lundberg, de Chateau,
Winberg and Frankenhauser (1981) and others,
reviewed below, suggests that social and

cultural processes may be implicated. Together,
these data suggest that while biological factors
may contribute to gender differences in risk for
poor health, these may at least in part be driven
by social factors, and have both a direct and an
indirect influence on health.

Gender roles

The gendered roles that men and women
inhabit have been shown to influence disease
through environmental risk and stress
processes. Research in this area has focused on
the impact of paid work on men’s health and
the influence of work in the home on women’s.
This dichotomous approach is not without its
dangers. As Oakley noted, ‘both the official
statistics and the social scientists have inflated
gender-specific links between men and
work and women and the home – so the key
processes of the jigsaw to do with women and
work and men and the home are missing’
(1987: 25). Given this reservation, men have
been shown to be more likely to encounter
adverse employment conditions than women:
although health and safety legislation has
improved the working conditions of most
workers, there are still environments that carry
a significant risk of injury or disability. This is a
risk predominantly faced by males, who
account for 94 per cent of job-related fatalities
(Courtenay, 2000b).

Men seem to exhibit greater stress responses
than women in the face of employment
demands. Nordstrom, Dwyer, Merz, Shircore
and Dwyer (2001), for example, measured the
degree of arterial plaque in 467 workers and its
association with perceived job strain. In an age-
adjusted model, plaque was greatest among men
scoring in the highest quintile of work stress: no
such association was found among women.
Lundberg et al. (1981), however, pointed to the
social organization of gender work roles as facil-
itating particular stress responses. In an exami-
nation of gender and employment characteristics
they found that women in traditional male
occupations and males engaged in traditional
female occupations or tasks exhibited the same
level of stress hormones as their opposite sex
comparison group.
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Gender differences have also been found in
stress-coping behaviours, with men more
likely than women to adopt health-damaging
behaviours in response to job strain (Weidner,
Boughal, Connor & Pieper, 1997). It has been
argued that such behaviours are associated
with norms of behaviour, which demonstrate
masculine identity. Ames and Janes (1987), for
example, found job alienation, job stress,
inconsistent social controls and the evolution
of a masculine drinking culture to be associ-
ated with heavy drinking amongst blue-collar
workers. Similarly, Westman, Eden and Shirom
(1985) reported that high numbers of work
hours and lack of control and support were
each positively associated with smoking inten-
sity in men but not women.

In contrast to this, competing demands from
home and paid work environments have been
shown to impact strongly on women’s health.
Killien, Habermann and Jarrett (2001), for
example, examined employment characteristics
and maternal health amongst women returning
to work in the year following childbirth. The
most consistent predictor of their health status
was the level of interference between their work
and family lives. These negative effects tend to
be greater for female workers with significant
responsibilities beyond the workplace. Haynes
and Feinleib (1980), for example, found that
working women with three or more children
were more likely to develop CHD than those
with no children, and argued that work strain
combined with home demands heightened risk
of disease. Risk is increased not only by level of
demand but also by the lack of material and
social resources required for coping responses.
As a consequence, women from lower socio-
economic groups may be doubly disadvantaged,
as they experience the greatest demands and
possess the fewest resources for coping.
Artazcoz, Borrell and Benach (2001), for exam-
ple, found that family demands had the greatest
negative impact on the health of female manual
workers. For women with children under the
age of 15, poor health was associated with a lack
of leisure time for physical activity and with
sleeping 6 or fewer hours a day. Female manual
workers living with adults older than 65 years
also evidenced increased likelihood of poor

self-reported health status and the presence of a
chronic condition.

The gendered effect of work demands is fur-
ther illustrated by data from Alfredsson, Spetz
and Theorell (1985), who compared the risk
conferred by work strain and working over-
time in a sample of 100,000 men and women.
They found that working 10 hours or more
overtime decreased risk for MI among men
but was associated with a 30 per cent increased
risk in women. It has been argued that whilst
men are able to compensate for increases in
work demands by decreasing home demands,
the expectations associated with women’s roles
mean they are unable to engage in a similar
process. This hypothesis is supported by
Lundberg et al. (1981) who found that female
managers’ stress hormone levels remained
raised following work, while those of male
managers typically fell: this effect was
particularly marked where the female man-
agers had children. It seems that while men
relaxed once at home, women continued their
efforts in the home context.

Such findings have led authors such as
Weidner et al. (1997) to examine how family
members interpret competing demands from
within and outside the home and how they
allocate resources to deal with them. They
found that gender interacted with demand so
that when stress originated from within the
home, husbands would increase their work in
the home. When the demands originated from
outside the home, however, husbands’ domestic
contribution did not change and women con-
tributed more. This has led to a view that issues
of social inequality resulting from the gender
roles have a more profound effect on women’s
health than men’s. Denton and Walters (1999),
analysing Canadian data for example, found
that for women, being in a high-income cate-
gory, having social support and working full-
time and caring for a family were more
important predictors of good health than for
men. Although lifestyle factors did play a part
in women’s health, with body weight and phys-
ical inactivity appearing as predictors, they
played more of a part in predicting the health of
men, for whom smoking and alcohol consump-
tion emerged as important predictors.
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Gender identity

A third factor through which gender may
influence health is behaviours that demon-
strate masculine and feminine identity. Many
of the resources and behaviours available to
demonstrate and enact masculinity are largely
unhealthy. Men are more likely to smoke ciga-
rettes, and to smoke high-nicotine and  high-
tar cigarettes, than women. They typically eat
less healthily and drink more alcohol than
women (Reddy et al., 1992). Powell-Griner,
Anderson and Murphy (1997) found more
men than women engaged in all but three of 14
non-gender-specific health-risk behaviours
including smoking, drinking and driving, not
using safety belts, and not attending health
screening. Courtenay (2000a) also highlighted
higher levels of unhealthy eating, substance
misuse, reckless driving, risky sexual activity
and violent assault amongst men.

Issues of gender identity have also been
shown to influence the negotiation of behav-
iour through differential power relationships
between males and females. Buysee and Van
Oost (1997), for example, found that, although
young adult women demonstrated more con-
cern regarding safe sex and tried harder to
implement safe behaviour than their male
counterparts, they faced greater difficulties in
behavioural negotiations as a result of gender
power relations. While men could implement
safe sex practices either without negotiation or
by raising the issue at the moment of inter-
course, women often had to start negotiating
long before the actual encounter in order to be
as successful. Gender identity has also been
shown to influence the negotiation of health
behaviours in relation to family interactions
(see later discussion of family).

One of the few health-related behaviours
that men engage in more than women is regu-
lar exercise (Reddy et al., 1992). This may be
because a concern with physical fitness allows
men to demonstrate their masculinity and
physical power, whereas the discourses sur-
rounding the medicalization of the female
body, adolescent physical appearance, the
menopause and the stereotypes associated
with ageing help to explain lower levels of

exercise activity in women (Vertinsky, 1998).
Female concern with body image has been
used to explain poor dietary practices and it
has been argued that the association between
thinness and beauty, and the fact that the body
represents a realm of control where power may
be exerted, may help to explain the incidence
of bulimia and anorexia in adolescent females
(Banks, 1992; Heaven, 1996). Women have
been shown to make more social comparisons
around  physical appearance than men and to
suffer lower self-esteem when these are nega-
tive (Freeman, 1987). The importance of body
image to feminine identity is perpetuated by
the mass media. Andersen and DiDomencio
(1992) found women’s magazines contained
10 times the amount of coverage of weight loss
compared to men’s. The narrower range of
socially acceptable body shapes for females in
our society is illustrated by Furnham and
Radley (1989) who found 16-year-olds identi-
fying far fewer female body shapes as attractive
in comparison to male body shapes.

Gender has also been shown to be associated
with particular forms of stress-coping behav-
iour, which develop over the lifespan. Groer,
Thomas and Shoffner (1992), for example,
found increases in stressful life events through-
out adolescence and gender-specific changes in
coping with them. Utilizing a longitudinal
design, they found stressors were greater for
females than males at baseline and  increased
more over the course of the study. Significantly,
females showed an increase in passive distrac-
tion and males an increase in self-destructive
and aggressive coping behaviour over time.
Gender socialization may also inhibit males’
ability to deal with the negative emotions asso-
ciated with stress. Robertson, Lin, Woodford,
Danos and Hurst (2001), in comparing men
who varied on measures of gender role stress
(a measure of traditional masculinity), found
no differences in physiological arousal in
response to stressors, but did find variation in
expressed emotions. Those high on traditional
masculinity had greater difficulty in expressing
emotions than those with low levels of mas-
culinity. This may inhibit opportunities to
facilitate social support and impacts directly
on immune functioning (Pennebaker, 1997).
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Glynn, Christenfeld and Gerin (1999) suggest
that there are qualitative differences in the
perception of and/or type of social support
offered by men and women and that these dif-
ferentially influence cardiovascular responses
to stress. In a laboratory study of the impact of
social support during a stressful task, they
found that social support provided by women
in a stressful situation resulted in reductions in
blood pressure and heart rate for both men
and women. The social support provided by
men resulted in no such changes.

Courtenay (2000b) suggested that men
show their masculinity and power not only by
engaging in health-risking behaviours, but also
by not seeking medical help when ill.
According to Courtenay, when men state,
‘I haven’t been to a doctor in years’, refuse to
take sick leave from work, insist they need
little sleep or assert that their driving is better
when they’ve had something to drink, these
attitudes and behaviours reflect both health
practices and statements of masculinity.
Although Kane (1991) argues that the medical-
ization of women’s reproduction and their
increased likelihood of seeking contraception
from medical services inflate female consulting
rates and their exposure to health screening,
Verbrugge and Steiner (1985) suggested that
men visit their doctor less frequently than do
women, even after excluding reproductive
health care visits. When ill, men are signifi-
cantly less likely to consult a doctor than
women: socially disadvantaged men are twice
as likely as their female counterpart not to
make a consultation (Department of Health
and Human Services, 1998). Of interest is that
men who score highly on feminine gender role
orientation are more likely to report symptoms
of illness (Klonoff & Landrine, 1992). Charmaz
(1994) also noted several examples of, some-
times quite extreme, behaviours that men
engage in to hide potential threats to mascu-
line power. Examples included a wheelchair-
bound diabetic man skipping lunch (and
risking a coma) rather than embarrass himself
by asking for help in the dining area, and a
middle-aged man with CHD declining offers
of easier jobs to prove he was still capable of
strenuous work. Similarly, Jaffe noted the

advice given to a US senator not to ‘go public’
about his prostate cancer as ‘some men might
think his willingness to go public with his pri-
vate struggle as a sign of weakness’ (1997: 134).
Men’s identities are simultaneously supported
by women’s identities as carers of others (see
the section on the family, below).

Issues of gender identity are also reflected in
health professionals’ understandings of, and
responses to, help-seeking behaviours. In some
cases, studies have highlighted an awareness of
the negative effects that gender identity has on
help seeking. Tudiver and Talbot (1999), for
example, reported that family physicians attrib-
uted low levels of help seeking in men to factors
including masculine identity which prevented
an admission of vulnerability and structural
barriers such as lack of time and role models
for male care providers. Gender identity stereo-
types have also been shown to influence the
level of care and treatment offered. Travis
(1988), for example, found that women report-
ing symptoms of heart disease were less likely
to receive adequate treatment than men, as a
consequence of physicians viewing it as a male
disease, while Bertakis et al. (2001) found that
females were more likely to be diagnosed as
depressed when reporting the same symptoms
as males.

Hunt (2002) argued for an examination of
the wider social, political and economic factors
that shape and confine the roles and identities
available to men and women. Examining the
social context highlights influences on the
development of gendered norms of behaviour.
In one study to do this, Van Etten and Anthony
(2001) suggested that current gender differ-
ences in the prevalence of illicit drug use result
from a greater social acceptance of male drug
taking and more opportunities to use illicit
drugs, rather than gender differences in cogni-
tions. Women’s substance misuse has been
shown to be influenced by the politics of drug
prescribing. Simoni-Watsila (2000), for exam-
ple, contended that women are more at risk
from prescription drug misuse than men, as they
are 48 per cent more likely than men to be pre-
scribed abusable prescription drugs by health
services. Wider economic and mass media
influences may also play a part in determining
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gender identity. It has been argued that
increases in female smoking can be linked to
targeted advertising campaigns by tobacco
companies and the growth of positive smoking
images aimed at women (Amos, Currie &
Elton, 1998).

Together, these data suggest that while bio-
logical factors may contribute to some of the
differentials in health status between men and
women, others are societally mediated. Gender
differentials in mortality and morbidity arise, to
a significant degree, from the cumulative effects
of different social worlds that men and women
experience from the moment of their birth.

FAMILIES AND HEALTH

The influence of the family on health and
health behaviours is profound. It provides the
social context for our experiences of health
and illness throughout the lifespan, one in
which individuals influence and are recipro-
cally influenced by each other (Birch &
Davison, 2001). It is within the family that we
have the potential to be cared for, care for and
support others, impart health information,
develop and negotiate health behaviours, and
make decisions about and undertake courses
of treatment. The family constructs and
responds to changes across its lifespan, influ-
encing patterns of health and illness as it does
so. Key stages in the life of the family can be
identified as having differing implications for
health. Whilst by no means exhaustive, we
highlight a number of these, and in so doing
note the importance of social context and
social relationships in relation to health and
illness. Factors addressed include marriage
and social integration, family structure, stress
and social support, and health-related behav-
iours within the family.

Marriage and Social Integration

Married adults tend to be psychologically and
physically healthier, to have better disease
survival rates, and to live longer than their
unmarried counterparts (Waldron, Hughes &

Brooks, 1996). Of course, causal processes may
work both ways: whilst marital status influences
health, health may also influence marital
status, with those individuals who experience
poor health being more likely to be single and
socially isolated (Joung, 1997).

One explanation for the link between poor
health and being single is that those who
remain unmarried are more socially isolated
and lack social support networks relative to
their married counterparts. This not only acts
as an explanation but highlights the difficulty
of isolating the influence of marriage from the
influence of other social ties. In the USA,
longevity has been associated with a relatively
high number of social ties as a consequence of
marriage, as well as contacts with close friends
and relatives and membership of social and
religious organizations (Berkman & Syme,
1979). These relationships held even after
partialling out the impact of other health-
compromising behaviours such as smoking,
high alcohol intake, and low levels of physical
activity. Higher rates of morbidity and mortal-
ity amongst those who lack social networks
have also been observed (Reynolds & Kaplan,
1990). Results from Europe support these find-
ings. Orth-Gomer and Johnsson (1987), fol-
lowing a cohort of 17,400 men and women for
a period of 6 years, found an increased risk of
morbidity associated with social isolation.
Men and women scoring in the lowest third on
social network measures demonstrated a 50
per cent greater risk for CHD compared to the
remaining two-thirds. In addition, Williams
et al. (1992), for example, found that patients
already diagnosed with CHD who were un-
married and without a close friend experi-
enced a threefold higher risk of mortality over
a 5-year period than those who were socially
integrated.

The relationship between marriage/social
integration and good health may be less
straightforward than it first appears. The posi-
tive health outcomes associated with marriage
have been shown to be greater for males than
females (Waldron et al., 1996), and the study
by Orth-Gomer and Johnsson (1987) found
that older women who had many social
contacts had higher mortality levels than those
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with medium-sized networks. These findings
have led to speculation that the important
determinant of health is the quality of social
and marital relationships rather than their
absolute number (Kiecolt-Glaser & Newton,
2001). Empirical support for this hypothesis
was reported by Orth-Gomer and Johnsson
(1987), who found that the quality of relation-
ships (in particular the provision of guidance,
practical help and a feeling of ‘belonging’)
proved a stronger and more consistent predic-
tor of mortality than the absolute number of
contacts.

Marriage provides both practical and emo-
tional support (Berkman & Glass, 2000). These
twin roles seem to be particularly important in
explaining observed gender differences. Men
are more likely to benefit from the practical and
social support offered by their partners, but to
turn to health-risk behaviours in response to
stressful interactions. Women on the other
hand are more likely to experience depression
and reduced psychological functioning as a
result of poor quality relationships (Kiecolt-
Glaser & Newton, 2001). Finally, social rela-
tionships may exert a normative influence, by
either encouraging or discouraging health-risk
behaviours such as smoking, excessive eating,
and alcohol consumption (Broman, 1993).
This type of influence is discussed below in
relation to family health behaviours.

Biological mechanisms mediating the
impact of ineffective social support systems
and health appear to involve both immune and
sympathetically mediated processes. Negative
social interactions have been associated with
elevated stress hormones (Kiecolt-Glaser et al.,
1988), increased cardiovascular activity in
response to stress (Uchino, Holt, Uno &
Flinders, 2001), and depressed immune func-
tioning (Kiecolt-Glaser et al., 1988), while sup-
portive interactions are associated with the
opposite effects (Seeman, 2000). The health
risks associated with such responses may also
be increased when trait hostility is present,
particularly among males (Kiecolt-Glaser &
Newton, 2001).

Research examining the physiological
changes associated with divorce and separation
adds to these data. Those experiencing divorce

demonstrate poorer immune functioning than
those who remain married (Kiecolt-Glaser
et al., 1988), although outcome is influenced
by gender and whether or not the individual in
tiated the separation. Buehler (1987), for example,
identified different processes of coping and
adaptation for initiators and non-initiators.
Although both groups shared similar emotional
reactions, the timing of the responses differed.
Initiators experienced more change and stress in
the 6–12 months following divorce, whilst non-
initiators reported higher levels of stress 18–24
months post-decree. In general, however, non-
initiators have worse immune functioning than
initiators (Kiecolt-Glaser et al., 1988). The ini-
tial separation phase appears to be more stress-
ful for women than men, regardless of initiator
status (Pledge, 1992), perhaps as a result of
them facing more structural disadvantage once
separated (Arber, 1991).

Family Structure, Stress and
Social Support

Structure

Explaining the relationship between family
structure and health has proved particularly
problematic, given recent trends towards
diversity in such structures and difficulties in
identifying underlying causative factors.
Studies that have assessed the relationship
between family structure and health status by,
for example, comparing the children of single
and dual parents and biological and step-
parents, have typically shown that children
living with single mothers or non-biological
parents are at increased risk for asthma, acci-
dental injuries, and behavioural and emo-
tional problems, and have an increased health
vulnerability (Dawson, 1991).

Interpretation of these findings is compli-
cated by the fact that a significant percentage
of single mothers are socially and economic-
ally deprived relative to their married counter-
parts. These findings may therefore reflect
social disadvantage as much as family structure.
Indeed, when McMunn, Nazroo, Marmot,
Boreham and Goodman (2001) partialled out
the effects of benefits receipt, housing tenure,
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and maternal education, the differences in
psychological morbidity they found between
the children of single and married mothers
were no longer evident. Data such as these led
Sweeting (2001) to argue that the variance in
child health explained by family structure alone
is extremely small and that the focus of research
and any interventions should be on the nature
of social interactions rather than the structure
in which they occur.

Stress and family support

Living within a supportive family with positive
interactions and clear communication has
been shown to be associated with low levels of
stress, high levels of stress-coping behaviour,
good psychological health, active adaptation
to acute and chronic illness, and high levels
of adherence to treatment (Wamboldt &
Wamboldt, 2000). It seems that negative family
functioning represents a potential source of
stress, while positive interactions have a buffer-
ing effect, reducing stress responses by enhanc-
ing emotional support and the modelling of
coping behaviours amongst family members.
Reflecting the reciprocity of family systems, it
is also possible that at least some of these data
reflect higher levels of stress and poor coping
and adaptation leading to the negative family
interactions. The lack of longitudinal studies
to study this phenomenon makes it difficult to
determine the relative influence of these differ-
ing causal pathways.

The impact of family environments on the
mental and physical health of family members
is most apparent during periods of adaptation
to change, in particular the arrival of children,
psychosocial changes associated with adoles-
cence, and the onset of chronic illness in
children. Families appear to have a ‘normative
lifecycle’ (Oppenheimer, 1974), with family
stressors increasing when demands exceed
family resources. These ‘lifecycle squeezes’
occur first when young couples attempt to set
up home together, then in middle age when
supporting older children, and finally in retire-
ment. Parenthood is itself a potential stressor,
which can elicit stress-coping behaviours such as
smoking and alcohol consumption, particularly

in families with poor material circumstances
and little social support. Graham (1985), for
example, found that working class women
with little time to themselves used smoking as
a convenient way to relieve high levels of stress
and tension by providing ‘time out’ from the
demands of child care. Alcohol consumption
may increase for similar reasons, particularly
among men (Westman et al., 1985). Gottlieb
and Green (1984) highlighted how gender dif-
ferences in response to family stress differ as a
consequence of time constraints and the
resources available to cope with the demands
of parenting. When faced with increased stress,
exercise levels increased among men but not
women.

For those with few material resources,
increased economic demands associated with
bringing up children may negatively impact on
behaviour. Backett (1990), for example, found
that parents faced with limited resources were
neglectful of their own health, sometimes
doing without adequate food in order to pro-
vide children with a good diet. Families are
also required to deal with demands from out-
side the home environment – in particular the
obligations associated with paid employment.
These impact more on women than men, espe-
cially those in full-time employment and with
few resources to help support multiple role
demands (Arber, Gilbert & Dale, 1985).
Indeed, Waldron et al. (1996), utilizing
prospective panel data over a 5-year period,
found that the only women to gain any health
benefits from marriage were those who were
not engaged in paid work outside the home.
Data such as these reflect back to the issues of
gender roles and identity considered above and
show how gender identities interact with family
roles and responsibilities to determine health
and wellbeing.

Supportive and cohesive family environ-
ments, including open communication, seem
to help families cope with the stresses associ-
ated with adolescence. Wenk, Hardesty,
Morgan and Blair (1994), for example, in a
longitudinal study, found that high levels of
maternal and paternal help and involvement
predicted adolescents’ wellbeing, including
measures of self-esteem, life satisfaction and
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mental health. Similarly, Jo-Lohman and Jarvis
(2000) found that high levels of family cohe-
sion were associated with more adaptive cop-
ing strategies and greater psychological health
in adolescents.

Family interactions have also been shown to
influence coping with acute and chronic ill-
ness. Wamboldt and Wamboldt’s (2000) sum-
mary of the available evidence suggested that
negatively expressed emotion within the family
was associated with poor outcomes on mea-
sures of childhood physical and psychological
problems and lower levels of adherence to
treatment. More positively, Markson and Fiese
(2000) found that the families of children with
asthma with well-founded family routines
reported lower levels of health anxiety than
families without clear routines. Social support
from family and friends has also been identi-
fied as a key factor in reducing the burden of
coping with illness in elderly relatives (e.g.,
Coen, O’Boyle, Swanwick & Coakley, 1999).

This is not to say that the influence of
family interactions is always straightforward.
Franks, Campbell and Shields (1992) found
that family criticism and high family emo-
tional involvement were both associated with
depressive symptoms in the family. By con-
trast, they also found that high emotional
involvement was associated with greater levels
of health-protective behaviours, suggesting
that high emotional involvement, although
impacting negatively on psychological health,
can act as a form of social control encouraging
individuals to conform to normative family
behaviours.

Family Health Behaviours

Normative influences

One approach to understanding family influ-
ences on behaviour has focused on the devel-
opment and communication of attitudinal and
behavioural norms, which may be influenced
through the communication of information,
the modelling of behaviour, and fear of sanc-
tions for non-conformity. Although family
norms generally control behaviour, this is not
always the case, and individuals within the

family may reject such norms, as a result of
either personal experience or the influence of
factors beyond the family. How these differences
are resolved is affected by the family structure,
its willingness to accept non-conformity, and
its strategies for resolving conflict.

Norms may change as a result of changes in
the family structure. One simple example of
this is that the presence of children may trig-
ger consideration or initiation of health
behaviour change and be implicated in the
negotiation of new norms. During pregnancy,
approximately one-fifth of women smokers,
and particularly those aged below 35 years,
stop smoking, while an even greater percent-
age reduce their alcohol consumption to
within the weekly recommended units
(Waterson & Murray-Lyon, 1989). Reductions
in consumption of alcohol and tobacco have
also been observed for fathers, although the
percentages are much lower (Waterson, Evans
& Murray-Lyon, 1990). Such changes can be
motivated by a desire to protect the unborn
child and be confined purely to the term of
pregnancy, although Hyssaelae, Rautava,
Helenius and Sillanpaeae (1995) argued that
the arrival of a first child can act as a cue to
more sustained parental reductions in alcohol
consumption and cessation of smoking. This
is most likely to occur when both partners
make changes, resulting in new and sustain-
able family norms. Parenting may lead to
changes in adult behaviour: it can also lead to
conflicting desires in parents and the adop-
tion of furtive behaviour to avoid children
observing health-compromising behaviours
such as smoking and poor dietary habits
(Backett, 1990).

Changes in parental behaviours may arise
out of a desire to act as healthy role models for
their children. What evidence there is suggests
that they may be successful in this goal.
Maguire et al. (2002), for example, found posi-
tive correlations between parents’ and adoles-
cents’ physical activity attitudes and behaviours,
although it may well be the case that both par-
ents and children are influenced by other
shared social factors. Nevertheless the family
environment has been identified as a key influ-
ence on the development of food preferences,
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patterns of food intake, eating styles and the
development of activity preferences, particularly
during early and middle childhood (Birch &
Davison, 2001).

The influence of parents recedes during ado-
lescence, to be replaced by an increasing influ-
ence from peers (Beal, Auisello & Perrin, 2001).
The interplay between these influences has
been explored predominantly in relation to
substance misuse. Beal et al. (2001), for exam-
ple, found that whilst parental modelling and
the monitoring and disapproval of health-risk
behaviour predicted alcohol use, peer influ-
ences were associated with all measured health-
risk behaviours, including tobacco and alcohol
use, marijuana use and sexual activity. Other
studies have focused on how families negotiate
the relative influence of peer groups and the
developing family throughout the lifespan
(Backett & Davison, 1995). Foxcroft, Lowe and
May (1994), for example, found that when
parents were aware of adolescent drinking,
sanctioned its sensible use, and modelled
appropriate drinking, their adolescent children
engaged in less alcohol misuse.

A number of studies have highlighted how
gender socialization influences the modelling
and reinforcement of behaviours. Of interest is
that women are more influential in the devel-
opment of protective behaviours in their
children and partners than men. Umberson
(1992), for example, found that women were
more likely to adopt a nurturing and control-
ling role within families. This was beneficial for
male health, as preventive actions were con-
trolled and supported – support that was not
reciprocated. Similarly, Rossow (1992) found
that the strongest predictor of eldest child’s
teeth-cleaning behaviour was mother’s clean-
ing behaviour. Behaviour can also be influ-
enced and reinforced by siblings. A strong
relationship between the behaviour of elder
and younger siblings was explained by equity
in the control and reinforcement of behaviour
by parents, but also by the modelling of pro-
tective behaviour of the eldest sibling. The
development of risk behaviours in children has
been found to be gender dependent, mirroring
their same-sex parent. A 5-year longitudinal
study conducted by Wickrama, Conger,

Wallace and Elder (1999) highlighted gender
differences in health-risk behaviours. They
found an intergenerational transmission of
individual behaviours as well as the transmis-
sion of a health-risk lifestyle. However, a
gender effect showed boys’ lifestyle to mirror
their fathers’, and girls’ their mothers’. Whether
this transmission occurred through social
modelling or the processes discussed below,
such findings highlight the need to examine
the influence of gender socialization within the
family and its cumulative influence across
the lifespan.

It is important to recognize that whilst expe-
riences within the family may shape normative
behaviours, such experiences are interpreted
within an individual’s view of the world,
including their personal construction of the
meaning of health and health risk. In their
interviews with people from families with a
high risk of CHD, for example, Emslie, Hunt
and Watt (2001) found that although individ-
ual family members acknowledged that heart
problems may run in the family, they differen-
tiated family risk from personal risk by dis-
tancing themselves from family members in
terms of biological type and by women identi-
fying CHD as a male disease. In addition, indi-
viduals saw a family history as legitimizing risk
behaviours as there was little they could do to
avoid such inherited risk and past behaviours
could not now be counteracted. Individuals
also focused on CHD as a source of mortality
rather than a disabling chronic condition. A
common view was that CHD was a sudden and
‘quick way to go’ rather than a lingering death.

The negotiation of behaviour

Behavioural influence within a family is not
necessarily a ‘top-down’ process. Many behav-
iours are negotiated within the family system
and are shaped through interactions between
family members. In such interactions, partici-
pants bring their own understandings and
expectations of appropriate behaviours.
Behaviour is then shaped by the mutual
responses of the participants – a process
termed ‘the negotiated order’. Existing patterns
of behaviour are therefore open to modification
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and change dependent upon the individuals
involved and the circumstances they find
themselves in. Children have been shown to
influence family health behaviours by active
negotiation. Mintel (1991), for example,
reported that the demands made by children
between the ages of 5 and 12 act as significant
influences on their parents’ dietary purchases.
Backett (1990) characterized this process of
family interaction as one in which parents
negotiate meals comprising both ‘bad’ (what
the children want to eat) and ‘good’ (what they
consider to be healthy) elements.

Many studies have identified the importance
of gender in the negotiation of family behav-
iour. Backett (1990), for example, found gen-
der differences in interactional and situational
constraints on opportunities to engage in pre-
ventive behaviours. Men were more likely than
women to undertake preventive actions such
as exercise. These differences frequently did
not correspond with desired levels of exercise.
Rather, they reflected women’s negotiated role
within their family, and their affording higher
priority to other family commitments than
their own participation in regular exercise.
Similarly, Young (1999) found that, for women,
health-related behaviours were frequently
a result of negotiation with other family
members based on time–space constraints,
rather than the result of individual decision
making. Gender roles have also been impli-
cated in family dietary behaviour. Although a
majority of women remain the main provider
of food within the household, they may exert
little control over the choice of foodstuffs.
Instead, they frequently find themselves in the
role of food negotiator, balancing competing
family demands and conflict (Kerr & Charles,
1983). Results from Backett (1990) suggested
that negotiation is related not only to gender
roles but also to issues of gender identity.
Differences emerged relating to the acceptabil-
ity of health concepts that could be raised in
the home and to opportunities to talk about
health. Whilst women felt they could raise
issues such as diet, exercise and positive health,
men felt they could only raise issues related to
specific episodes of illness or, in terms of
prevention, physical fitness and sport.

This process of negotiation within the family
suggests that attempts to facilitate behavioural
change should address the family as an interac-
tive system, rather than as a series of isolated
individuals. An example is provided by Johnson
and Nicklas (1995) whose ‘Heart Smart Family’
initiative aimed to improve the cardiovascular
health of families with children identified as at
high risk for CHD, rather than just targeting the
children. Their programme involved a 12- to
16-week intervention which focused on increas-
ing awareness of health issues, skills develop-
ment and problem solving skills. They argued
that by involving the whole family system in
change, the likelihood of the adoption and
maintenance of new behaviours increased. The
programme appeared to actually benefit parents
more than children. Parents evidenced lowered
blood pressures, increased exercise levels, and
decreased intake of total fat, saturated fat and
sodium intake, whilst children only evidenced a
reduction in blood pressure. Similarly, Burke
et al. (1999) reported positive changes in a range
of health behaviours, self-efficacy, and reduc-
tions in perceived barriers to health following a
16-week randomized controlled programme
aimed at newly married couples. They suggested
that such initiatives can usefully focus on peri-
ods in families’ lifespan when gender roles and
identities are evaluated.

ETHNIC MINORITIES AND HEALTH

In the UK, rates of premature mortality
amongst people in ethnic minorities are typi-
cally higher than those of the white popula-
tion. Less information is available on
morbidity (Harding & Maxwell, 1997).
Similarly, in the USA, blacks have higher age-
adjusted mortality rates for a variety of dis-
eases including various cancers, heart disease,
liver disease, diabetes and pneumonia (Krieger
et al., 1999). They are also more likely to die as
a result of violence (Markides, 1983). There is
also marked variation within ethnic categories.
Epidemiological data from the UK (Balarajan
& Raleigh, 1993; Landman & Cruickshank,
2001) shows a 36 per cent higher rate of CHD

LIFESPAN, GENDER AND CROSS-CULTURAL PERSPECTIVES 251

Sutton-09.qxd  10/11/2004  10:40 AM  Page 251



amongst males from the Indian subcontinent,
with rates for those between 20 and 39 years of
age being two to three times higher than  for
whites. In addition, there are higher levels of
diabetes among Asians and a greater incidence
of obesity amongst South Asians. For Afro-
Caribbeans, a particularly high prevalence
rate of hypertension and strokes has been
observed. For the former, mortality rates four
times above the national average for males and
seven times greater for females have been
recorded. For strokes, males demonstrated a
rate of 76 per cent and females a rate of 110 per
cent above the national average. In contrast,
African Caribbeans and Asians have lower
rates of cancer than the national average
(Barker & Baker, 1990).

There are difficulties in examining the rela-
tionship between ethnicity and health. These
include problems in defining and measuring
ethnicity, for example whether own country of
origin or parents’ country of origin should be
used and whether classification should be done
by an interviewer or the respondent. There is
also a danger that in grouping individuals
together within ethnic groups, we ignore the
diversity of experience and run the risk of
pathologizing minority status rather than
examining the underlying processes that result
in the association between ethnicity and poor
health. It has even been argued that including
ethnicity as a variable in health research ignores
the great variation in, and explanatory power
of, language, religion, migration, culture, ances-
try, and forms of identity associated with ethnic
categories (Nazroo, 1998). These issues should
be seen as dynamic and subject to constant
change and negotiation. Landman and
Cruickshank (2001), for example, in examining
ethnicity and dietary risk behaviour, warned
against the danger of ignoring generational
behavioural differences within ethnic minorities.
They highlighted data suggesting that second-
generation offspring of former migrants adopt
the dietary patterns of their peers, increasing
fat and reducing vegetable, fruit and pulse
consumption.

Consequently, disentangling the various
genetic, social and psychological factors that
may contribute to differences in morbidity and

mortality between ethnic groups has proved
extremely difficult. The high incidence of mental
illness among African Caribbeans living in the
UK, for example, has variously been explained
by theories focusing on genetics, economic
deprivation, discrimination and service provi-
sion problems (Littlewood & Lipsedge, 1988),
whilst in the USA, explanations have focused
on interactions between restricted socio-
economic mobility, lack of social resources,
poor living conditions, racism and the inter-
nalization of negative cultural stereotypes
(Williams & Williams, 2000). Here we focus on
three levels of explanation: normative health
behaviours, social disadvantage, and prejudice
and discrimination.

Normative Health Behaviours

The frequency and practice of differing health-
related behaviours varies across ethnic groups
and gender. In the UK, smoking levels are low
for women across all ethnic groups, but differ
according to ethnic group for males (Waterson &
Murray-Lyon, 1989). Alcohol-related mor-
bidity is high amongst African Caribbean men
and Asian males of Punjabi origin, while a high
dietary fat intake is common among Asians
(Clarke, Ahmed, Romaniuk, Marjot & Murray-
Lyon, 1990; Fox & Shapiro, 1988). In the USA,
whilst black males resemble their white coun-
terparts, black females consume less alcohol
and smoke fewer cigarettes  than white females
(Gottlieb & Green, 1987). These differences in
risk behaviours have been used to explain
some of the variation in risk for disease across
the different ethnic groups.

These findings may be explained by differ-
ing cultural norms of behaviour. Gudykunst,
Yoon and Nishda (1987), for example, argued
that as a result of their socialization, members
of non-Western cultures living in the West fre-
quently consider health risks as a concern for
other groups in society, and not their own
ethnic group. As a consequence they may be less
likely to engage in health-protective behaviours
than those who feel personally at risk of condi-
tions thought to be present in the majority
population. Differing group norms and expect-
ations have powerfully influenced African
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Americans’ responses to AIDS, which have
been influenced by beliefs about their identity,
gender role socialization, and attitudes to con-
traception and homosexuality (Pittman,
Solheim & Blanchard, 1992).

Cultural norms may operate as a form of
informational social influence, with informa-
tion communicated and behaviour modelled
via social networks. This can affect such things
as perceived vulnerability, knowledge and
attitudes to prevention and may explain the
relationship between CHD risk behaviours
and low levels of awareness of cholesterol and
dietary risk factors found in South Asian and
Indian populations (Lip, Luscombe, McCarry,
Malik & Beevers, 1996). In the UK, these
subgroup-specific norms may influence behav-
iours such as smoking, drinking, diet and
sexual activity. Best et al. (2001), for example,
found white respondents to be more likely
to have ever smoked and drunk alcohol and
to progress to regular substance use than
both black and Asian respondents, who also
reported a later onset and the lowest preva-
lence of smoking and drinking alcohol.
Similarly, Dundas, Morgan, Redfern, Lemic-
Stojcevic and Wolfe (2001), in a London pop-
ulation, found white respondents were more
likely to smoke and have an unhealthy level of
alcohol consumption than their African and
African Caribbean counterparts, but were less
likely to be overweight. It has also been argued
that ethnicity may confer different sexual
norms. The most common exposure route for
HIV infection among whites is through sexual
intercourse between men: for blacks it is
through heterosexual intercourse, whilst for
Asians it is mixture of both (Nazroo, 1997;
Rudat, 1994).

Karlsen, Rogers and McCarthy (1998) sug-
gested that familial, religious and peer influ-
ences play a part in the development of
normative behaviours, and again highlighted
the importance of recognizing diversity within
ethnic categories. In a survey of inner London
schools, they found white school pupils to have
the highest levels of tobacco, alcohol and drug
use and the highest level of peer influence.
Bangladeshis reported the lowest levels of sub-
stance use and higher levels of religious and

family influence, with Africans and African
Caribbeans falling between the two. Other
studies have examined the relative influence of
families and peers on adolescents’ health
behaviours. Gittelson, Roche, Alexander and
Tassler (2001) provide such an example.
Results from their qualitative study suggested
that gender interacts with ethnicity to influ-
ence levels of conformity to peer and parental
norms. They highlighted the level of identifica-
tion with peer groups and the fear of sanctions
for non-conformity to parents as key influ-
ences. They found that white females perceived
the most permissive parental normative
messages around smoking and a high desire to
conform to peer smoking behaviour, whereas
African American males reported the strictest
parental sanctions for smoking.

This is not to say that cultural norms act
within a social vacuum. As we noted in our
review of gender, it is important to examine
the influence of wider social processes on the
behaviour of people in ethnic minorities. The
mass media may differentially target and influ-
ence ethnic groups. Gittelson et al. (1999), for
example, found clear differences in patterns of
cigarette brand preference between white,
African and Native Americans. These patterns
corresponded closely with the marketing tar-
geted at each group by tobacco companies.
Similarly, Parker, Sussman, Crippens, Elder
and Scholl (1998) found that young African
Americans avoided tobacco use to distinguish
themselves from other ethnic groups, and
Latinos used their interactions with those out-
side their ethnic group as a way of supporting
resistance to peer pressure to smoke within
their social group.

In drawing attention to cultural explana-
tions of behaviour, there is a danger of victim
blaming and stereotyping. Douglas (1995)
illustrated this by reference to the UK
Department of Health campaign targeted at
the reduction in the prevalence of rickets con-
ducted in the 1970s. Campaigns aimed at the
white population identified the problem as one
of poverty, and messages concentrated on
including common foods containing vitamin
D in one’s diet. The campaign aimed at Asians
identified the problem as one of cultural
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preferences and practices, and its advice
focused on changing from traditional diets to
British diets. Such an approach views the mea-
surement of ethnicity as unproblematic and
neglects structural influences on health.

Social Disadvantage

It could be argued that by focusing on ethnicity
we neglect the confounding influence of social
disadvantage and exclusion. A significant pro-
portion of people in ethnic minorities occupy
relatively low socioeconomic positions, although
questions have been raised as to the suitability
of traditional indicators for ethnic minority
groups in such judgements (Davey Smith,
2002). As a result of this, many people in
minority ethnic groups are also more likely
to experience environmental stressors such
as poverty, poor housing, unemployment
and poor working conditions, and to have
fewer resources to respond to them than the
wider population (Robinson, 1984). African
Caribbeans, for example, have been shown to
reside in poorer residential areas, to be
employed in lower-paid jobs and to experience
higher levels of unemployment compared to
their white counterparts (Modood et al.,
1997). Measures of social disadvantage vary
across ethnic groups, with those classified as
Bangladeshi and Pakistani facing greatest
hardship. Karlsen and Nazroo (2000) found
that 80 per cent of Bangladeshi and Pakistani
respondents and 40 per cent of African
Caribbean and Indian respondents had house-
hold incomes below half the national average.
These data compared to a 25 per cent prevalence
among white respondents.

Studies examining the interaction of socio-
economic status (SES) and ethnicity suggest
that social disadvantage plays a significant role
in determining poor health among minority
ethnic groups. Although some studies have
found that including SES as a predictor dimin-
ishes the effect of ethnicity on mortality and
morbidity (Bassett & Krieger, 1986; Sorlie,
Backlund & Keller, 1995), a significant number
have found that it negates its influence com-
pletely. In the USA, Haan and Kaplan (1985),
for example, found no differences in mortality
rates between blacks and whites after partialling

out the influence of socioeconomic status. In
general, the effect of SES within minority
ethnic groups follows that of other social groups,
with socially and economically advantaged
groups having longer life and better health
(Harding & Maxwell, 1997; Davey Smith,
Wentworth, Neaton, Stamler & Stamler, 1996).
There are exceptions to this rule, however. In
the UK there is no gradient of CHD-related
mortality for men born in the Caribbean or
West or South Africa (Harding & Maxwell,
1997), implicating processes outlined else-
where in this section. Some authors have
argued that ethnic groups are doubly disad-
vantaged, with skin colour heightening the
effect of SES on health. In the USA Klag,
Whelton, Coresh, Grim and Kuller (1991), for
example, found that African Americans with
the lowest SES and darkest skin pigmentation
exhibited the highest rates of hypertension.
They argued that darker skins were associated
with a greater experience of racism, a source of
stress which compounds social disadvantage.

Ethnicity also interacts with socioeconomic
status as a predictor of health-related behav-
iours. Lillie-Blanton, Anthony and Schuster
(1993) found that higher levels of crack
cocaine use amongst African Americans and
Hispanics were no longer apparent when com-
paring ethnic groups that shared similar social
environments such as drug availability, socio-
economic status and stress-coping behaviours.
Similarly, a study examining the relationship
between ethnicity and low levels of self-
reported mammography screening behaviour
found SES to be the underlying predictor.
Women with health care access or health
insurance problems were least likely to report
attending screening, a consistent relationship
across ethnic groups (Qureshi, Thacker,
Litaker & Kippes, 2000).

Prejudice and Discrimination

As a consequence of low socioeconomic status,
ethnic minorities experience greater exposure
to environmental stress and problems in
accessing health care (Gottlieb & Green, 1987).
Experiences of discrimination and racial
harassment and the demands of maintaining or
shifting culture provide further environmental
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stress and reduced access to resources (Kessler &
Neighbors, 1986). In addition, as people occu-
pying lower socioeconomic groups have been
found to have less future expectancy of quality
of life and to lack feelings of self-control,
ethnicity may interact with low socioeconomic
status to produce a double disadvantage and
increased powerlessness in blacks (Sleutjes,
1990). Gilvarry et al. (1999), for example,
found that amongst patients with severe men-
tal illness, African Caribbeans reported signifi-
cantly more negative life events than their
white British counterparts and other ethnic
minority groups. They were also more likely to
attribute negative life events to discrimination.
Similarly, Karlsen and Nazroo (2000) found a
strong association between perceptions and
experiences of racial discrimination and poor
health. Respondents reporting verbal abuse
had a 50 per cent greater likelihood of report-
ing poor health compared to those not report-
ing abuse: those who reported racially motivated
assault were twice as likely to assess their health
as poor.

One explanation of the relatively high
rates of hypertension observed in African
Americans is that they are a consequence of
exposure to environmental stressors, including
racism (Klag et al., 1991). Experiences of
racism are associated with habitually stronger
emotional and physiological reaction to gen-
eral stress, which in turn are thought to
contribute to the long-term development of
hypertension (Brosschot & Thayer, 1998).
Laboratory studies seem to support this, with
elevated stress responses associated with expo-
sure to racism. Clarke (2000), for example,
found that among a sample of African
American women, past experiences of racism
were positively associated with rises in blood
pressure during a task in which participants
talked about their views and feelings about
animal rights.

Experiences of racism can also be seen to
operate at a structural level. When ethnic
minorities fall ill, they have been found to
experience greater problems in access to health
care and poorer quality services. In the UK,
ethnic minorities have been shown to experi-
ence more difficulty in gaining access to health
services such as cancer screening and antenatal

care (Doyle, 1991; Narang & Murphy, 1994).
These disadvantages help to explain why some
ethnic groups have low contact with health
services and rely less on physicians and more
on their family as the primary source of
health information (Grisso, Freeman, Maurin,
Garcia-Espana & Berlin, 1999). When struc-
tural barriers such as lack of suitable informa-
tion in an appropriate language are removed,
attendance at health screening has been shown
to increase (Bell, Branston, Newcombe &
Barton, 1999), suggesting that low uptake of
this type of health care is a consequence of
structural barriers rather than lack of interest
among the target group.

Even if ethnic minorities are able to access
health care, research, predominantly from the
USA, suggests they are likely to receive poorer
quality treatments. Black people may be less
likely than whites to receive curative surgery
for early-stage lung, colon, or breast cancer
(Brawley & Freeman, 1999), and less likely to
be referred for transplantation or undergo
transplantation than whites in chronic renal
failure (e.g., Epstein & Ayanian, 2001). These
racial and gender differences remained signifi-
cant after adjustments for patients’ prefer-
ences, socio-demographic characteristics, the
cause of renal failure, and the presence or
absence of coexisting illness. Similarly,
Mitchell, Ballard, Matchar, Whisnant and
Samsa (2000) found that, even after adjusting
for demographic factors, comorbidity, ability
to pay, and provider characteristics, African
American patients with transient ischaemic
attacks were significantly less likely to receive
non-invasive cerebrovascular testing, cerebral
angiography, or carotid endarterectomy. They
were also less likely to have a specialist doctor
as their attending physician. Other studies have
shown that there were variations in doses of
analgesics administered in emergency depart-
ments, with Hispanics and African Americans
substantially undertreated for pain from frac-
tures of long bones, and that postoperative
pain was inadequately managed in non-white
patients (e.g., Todd, Deaton, D’Adamo & Goe,
2000). Such inequalities provide a substantial
explanation of higher mortality rates following
disease diagnosis (Friedman et al., 1987; Haan &
Kaplan, 1985).
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LIFESPAN PERSPECTIVES

We have so far considered both negative and
positive influences on health clustered around
gender, ethnicity, and the family. This section
addresses how these and other influences
develop cumulatively across the lifespan.
Adopting such a perspective necessitates an
assessment of the opportunities for, and con-
straints on, physical health, psychological well-
being, and social functioning, and an
examination of the biological, psychological
and social contextual variation associated with
developmental processes. The importance of a
lifespan approach to understanding health and
illness was highlighted by Townsend and
Davies, who stated that ‘any satisfactory expla-
nation (of health) must build essentially on the
ideas of the cumulative dispositions and expe-
rience of the lifetime and multiple causation’
(1988: 104). Despite this, Penny, Bennett and
Herbert (1994) noted that here has been sur-
prisingly little recognition within health psy-
chology of the contribution of lifespan
psychology.

There is a substantial body of knowledge
and theory informing lifespan perspectives on
health, from sources as varied as Freud, Piaget,
Erikson, and Havighurst. These theories often
emphasize the relative importance of internal
biological and cognitive changes in the early
stages of development, and the increasing
influence of external, social, factors on health
and behaviour as the individual grows older.
Together, these address the relative influence
and interaction of biological, psychological
and social factors at different stages within the
lifespan.

Given the breadth of this chapter it is not
possible to cover all the relevant literature. We
therefore focus on three areas where health
psychologists and others have contributed to
our understanding of differences across the
lifespan. The first addresses the role of biolog-
ically driven cognitive versus social factors on
children’s perceptions of health and illness.
The second section considers the impact of
social circumstances on adult health and
health behaviour in relation to life events.
Finally, we consider whether differing periods

within the lifespan leave an individual more
vulnerable to illness and other negative events
than others. In doing so we raise three key
issues:

• the relative influence of individual cogni-
tive development versus social contextual
factors in the developing understandings
of health and illness

• the interaction of biopsychosocial factors
on health and health behaviour, focusing
particularly on the moderating influence of
age, ethnicity and gender

• the relative and cumulative influence of
challenges to health at different stages
within the lifespan.

Children’s Perceptions of
Health and Illness

Many of our health-related beliefs, attitudes and
behaviours originate in childhood. Identifying
age-related differences in such cognitions and
behaviours can facilitate more effective infor-
mation giving and treatment during episodes of
childhood illness, and may enhance health pro-
motion programmes. Two major theoretical
stances have been adopted in the study of
children’s understandings of health and illness.
The dominant approach is influenced by the
work of Piaget, in which researchers such as
Bibace and Walsh (1980) suggest children’s
understanding of health and illness follows an
invariant developmental sequence, mirroring
more general and equally sequential cognitive
changes. As such, these stress the importance of
child rather than adult development, continuity
and the influence of internal rather than exter-
nal factors. This approach has been severely crit-
icized by theorists such as Eiser (1989) who have
suggested cognitions and behaviour are more
driven by external influences such as children’s
experiences of health and illness and knowledge
acquisition. As such, the microsystem offers the
opportunity for change and continues to exert
an influence in adulthood.

Bibace and Walsh’s (1980) model of
children’s perceptions of illness causation
identified a number of age-related explana-
tions, each associated with Piagetian cognitive
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developmental stages, although the age ranges
identified for each type of thinking are very
general and there is considerable variation in
the age at which children achieve each stage of
illness representation. The first stage of under-
standing illness occurs between the ages of
5 and 7 years, and is dominated by thoughts
of magic or punishment, reflecting pre-
operational thinking. Illness is seen as a result
of magic or witchcraft, or as a punishment for
not obeying parental instructions – a phenom-
enon known as immanent justice. At this time,
there is also the emergence of an understand-
ing that illnesses can be contagious, though the
child may overextend this principle to assume
that all illnesses are contagious. Between the
ages of 8 and 10 years, the child begins to con-
sider the mechanisms of disease. He or she can
describe the experience of symptoms and
explain their cause in terms of external agents
or events, through contamination, and that
they involve the body as a whole: ‘You catch a
cold by going out in the wet weather. It stays in
your body … and goes up into your chest.’
They understand a germ theory of disease cau-
sation and begin to realize that not all diseases
are contagious. They are also beginning to
identify internal processes, focusing on expla-
nations describing how mechanical actions
lead to changes in specific internal body parts:
‘You catch a cold from germs getting into your
lungs and clogging them up. You sneeze to get
the germs out.’ These beliefs correspond to the
concrete-operational stage. By the age of 11
years, the child develops an abstract under-
standing of disease and realizes that illness can
result from the failure of a specific body part,
reflecting the Piagetian formal operational
stage. By this time, they have a sophisticated
understanding of the physiological processes
underlying the disease: ‘A cold involves symp-
toms such as … You catch the germs that are all
around us. Coughing and running nose are the
side effects of the body’s fighting them off. It
makes mucous to carry away dead germs.’
Around the age of 14 years, some children
begin to recognize that disease may be a conse-
quence of psychological processes.

Bibace and Walsh’s model has been challenged
both methodologically and theoretically. Bird

and Podmore (1990), for example, noted that
there were several aspects of Bibace and
Walsh’s work that questioned the validity of its
findings: in particular, that it was based on
children’s responses to questions about disease
causality that were too short to reliably code.

Other theorists, including Eiser (1989), have
argued that children’s experiences of illness
have more of an influence than stage of cogni-
tive development and that these influences con-
tinue into adulthood. Evidence favouring this
hypothesis can be found in the findings of
Redpath and Rogers (1984), who showed that
children experiencing chronic illness had a
greater understanding of disease than their
healthy peers. A more detailed model of this
type was developed by Carey (1985), who sug-
gested that sophisticated explanations are
dependent on increased knowledge and a
developing understanding of human behaviour
and biology. As we develop, our understandings
of illness are not constrained at a structural
level as Piaget claims; rather the beliefs are log-
ical within our intuitive knowledge of the
world. Initially children are ‘naive psycholo-
gists’, with explanations of eating as a behav-
ioural phenomenon (‘You eat because your
mum tells you it’s ready’) and illness as a result
of human action (‘You get ill because you have
done something wrong’). As our understanding
of underlying biological processes increases we
develop as ‘naive biologists’ (‘You eat because
you need the food to keep your body healthy’
and ‘You become ill because of germs’).
Relatively unsophisticated explanations in both
children and adults are a result of uncertainty
and a lack of information, not cognitive struc-
tures. Warwick, Aggleton and Homans (1988),
for example, in the early days of public infor-
mation on AIDS, identified three models of
causation in young adults: miasmatic (‘There’s
a lot of it about’; ‘It’s everywhere. You get it
from the environment you live in, the people
you mix with’); serendipitous (‘Whether you
fall prey to infection depends on chance or
luck’); and endogenous (‘Like cancer, it’s in
everyone from the start, just waiting to be
brought out’). This has led to alternative expla-
nations which suggest that children’s under-
standings of illness are better explained by
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accumulated increases in knowledge than by a
qualitative shift from one cognitive stage to
another.

Relatively few studies have focused on
children’s understandings of health (as
opposed to illness). Of these, Normandeau,
Kalnins, Jutras and Hanigan’s (1998) Canadian
study of children from a variety of socioeco-
nomic groups and urban and rural locations
found multidimensional explanations of
health reflecting their everyday experiences.
These revolved around three main dimensions
frequently found in adult explanations:
functionality, adherence to good ‘health habits’,
and mental health. Similarly, Goldman,
Whitneysaltiel, Granger and Rodin (1991),
questioning 4- and 6-year-olds, found varia-
tion in illness representations dependent on
type of illness. This variation closely reflected
adult representations concerning causation,
identity, consequences, probable duration, and
whether it was curable (e.g., Nerenz &
Leventhal, 1983).

Life Events

A large body of research has assessed the rela-
tionship between exposure to life events and
physical health, psychological and social func-
tioning, and health-related behaviours. These
studies have adopted explanatory frameworks
that focus on chronic stressors, acute stressors
and stress-coping behaviours.

Chronic stressors

One of the largest sources of health variation in
adults is paid employment and its associated
occupational class (Arber, 1991). This brings
with it a number of factors that impinge on
health at this particular life stage. A particularly
important factor is the stress-related risk asso-
ciated with psychosocial environments such as
the demands of the job, the latitude the workers
have in dealing with these demands, and the
support available to them (Karasek & Theorell,
1990). The relative influence of each of these
variables may differ across job type and at differ-
ent career stages – with increased latitude, for
example, in later career stages. This importance

of work as a moderator of psychological and
physical health is illustrated by Hobson and
Delunas (2001), who found that five of the top
10 most frequently reported stressful events in
adults were related to work. Work, however,
also exerts a less obvious psychological influ-
ence on health. Kingsberg (2000), for example,
found that the psychological impact of ageing
on sexuality and intimate relationships is
strongly influenced by sense of identity, self-
esteem and self-worth which in turn are
derived from occupation or avocation.

Acute stressors

Other theorists have begun to address how the
context in which stressful events occur can
influence the individual’s response to them.
Goldberg and Comstock (1980) highlighted
the importance of studying different social
subgroup responses to life events, as groups,
defined for example by ethnicity and gender,
are exposed to varying types and levels of
events and experience them in different ways
(see the earlier sections on gender and health
and on ethnic minorities and health).

The psychological impact of adverse life
events may differ according to life stage. In a
study of people with a chronic illness, for
example, Sherbourne, Meredith, Rogers and
Ware (1992) found that the impact of stressful
life events on health-related quality of life was
determined by timing of exposure. Financial
events had an immediate negative effect on
functioning and wellbeing that persisted over
time in the middle-aged. Bereavement, on the
other hand, had the most negative impact when
it occurred in young adulthood, although its
effect was delayed somewhat over time. The
importance of the age when the life event is
experienced is also suggested by Ensel, Peek,
Lin and Lai (1996), who found a prolonged
influence for life events on mental health. Using
panel data, the influences of stressors over a
15-year period were examined. Distal stressors,
some occurring up to 15 years ago, maintained
a direct and significant relationship with
depressive symptomatology, independent of
more proximal stressors. The type of stressor
associated with distress varied with age, leading
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the authors to conclude that the stage of life at
which a stressor occurs, rather than its nature,
determined its subsequent influence on psycho-
logical health.

Coping

One way of coping with adverse negative expe-
riences may involve comparing one’s experi-
ence in a more positive light than that of
others. Heckhausen and Brim (1997), for
example, found that a sample of people of all
ages experiencing changes in relation to health
status, marriage and paid work perceived other
people’s problems to be more serious than
their own. This effect was particularly pro-
nounced amongst older adults. This type of
evaluation may help individuals to cognitively
restructure their experience, and help them
cope emotionally with the experience. Of
interest is that it may be particularly important
in responding to life events in older age. One
explanation for the particularly adverse impact
of life events that occur at an inappropriate life
stage (such as the death of a parent in adoles-
cence) is that this type of social comparison is
not available to the individual. Other theorists
have highlighted the importance of issues such
as gender, as well as age, in understanding cop-
ing responses to life events. Men and women
may draw on different resources to cope with
life events such as bereavement. In a 1-year
follow-up study of men and women who had
lost a partner in older age, it was found that,
for women, having a best female friend, higher
education and perceptions of higher relative
health influenced levels of coping. Men, on the
other hand, were more likely to share their
emotional experiences as time elapsed and to
be impeded in their emotional coping by
financial stress (van Baarsen & Broese van
Groenou, 2001). The reliance of women on
family and external social support may make
them particularly vulnerable to disruption of
such systems (Elliott, 2001). Related to this
may be problems associated with the loss of
attachment to the extended family as children
are more mobile and increasingly move from
the family home as they mature. In addition,
Simon (1995) suggested that women may react

more strongly to work and family strains than
men because of the importance that these roles
have for their sense of worth.

Examining health behaviours in the light of
life events acknowledges that such behaviours
are a response to environmental conditions. In
young adulthood, life events, although not
associated at that stage with biological risk
factors, have been shown to have an association
with lifestyle. For example, Twisk, Snel, de
Vente, Kemper and van Mechlen (2000) found
positive and negative life events and daily
uplifts and hassles were related to increases in
risk behaviours. Perreira and Sloan (2001),
meanwhile, examined the influence of life
events on alcohol consumption in a longitudi-
nal study of older adults aged 51 to 61 years.
They found that changes in levels of drinking
over a 6-year period were associated with key
life events. Whilst retirement was associated
with an increase in drinking, the onset of
chronic conditions and episodes of hospitaliz-
ation were associated with decreases in con-
sumption. Getting married or divorced
facilitated both protective and risky drinking
behaviour. These findings suggest that the
influence of life events on health behaviours is
not necessarily negative. Brennan, Schutte and
Moos (1999), in a three-wave panel study of
stressors and drinking behaviour amongst late-
middle-aged and older men and women, found
life stressors did not predict heavier or more
frequent drinking. Contrary to expectations,
alcohol consumption presages fewer negative
life events, health and financial stressors for
women and fewer financial stressors for men.
For women, health stressors, and for men,
financial stressors, predicted reduced alcohol
consumption, leading the authors to suggest
that there may be a benign feedback cycle
where moderate alcohol consumption and
life stressors reduce each other. Similarly
Andersson and Stanich (1996) found that
exposure to negative life events in old age
resulted in positive health behaviours. When
individuals experienced illness or disease,
health practices such as self-care, improved
dietary behaviour, increased health-protective
behaviour and health information seeking were
chosen as positive coping techniques.

LIFESPAN, GENDER AND CROSS-CULTURAL PERSPECTIVES 259

Sutton-09.qxd  10/11/2004  10:40 AM  Page 259



Cumulative Disadvantage

One final issue concerns the concept of stability
versus change, a central debate within lifespan
health psychology. A number of theorists have
argued that individuals are not indelibly
shaped by their earlier experiences – that change
is possible throughout the lifespan. This
approach is illustrated by the research discussed
above examining exposure to life events such
as bereavement, marriage, retirement, chronic
and acute illness. In some cases these events
can be random and unexpected. Others are
likely to occur at particular times in the lifes-
pan and are associated with developmental
tasks (Erikson, 1959). Here the timing of expe-
riences is seen as crucial, with normative and
ordered events having a different impact on
health from those that deviate from commonly
shared experiences. For childhood these are
conceptualized as critical periods, a time when
we are particularly responsive to the presence
or absence of experience such as the development
of attachments. Among adults, Neugarten
(1968) has highlighted the importance of on-
time and off-time events. It is suggested that
experiences that conform to normative age
expectations facilitate adaptation and develop-
ment, whereas those that are atypical or off-
time, such as widowhood early in life, have
greater potential for poor health outcomes.
Even so, a variety of ways of experiencing and
responding to them has been identified. Stress
processes, resilience and adaptation to change
all play a role in determining health outcomes.
Those favouring the concept of stability, how-
ever, suggest that early experiences, be they
advantageous or disadvantageous, influence
subsequent development. We therefore review
a final group of studies which examine the
cumulative health impact of experiences across
the lifespan.

These studies have adopted longitudinal or
retrospective designs in order to examine the
association between childhood and adulthood
experiences and health and illness in later life.
They have tended to focus on late-middle-age
and old-age populations and use measures
associated with SES as predictors and physi-
cal, psychological and social measures as

dependent variables. Such studies hold that
‘social organisation structures life chances so
that advantages and disadvantages cluster
cross-sectionally and accumulate longitudi-
nally’ (Holland, Lee, Blane & Davey Smith,
2000: 1). In this way ongoing psychosocial con-
ditions create pathways to health and illness
that operate from the start of life, with timing
and duration of exposure as critical features.

Evidence suggests that the earlier and longer
the exposure to conditions of social disadvan-
tage the more profound the effect, with indi-
viduals experiencing disadvantage as children
being more likely to accumulate further disad-
vantage as they progress through life (Lynch
et al., 1994). The relationship between early
experience and subsequent physical health is
demonstrated by Holland et al. (2000), who
found childhood chronic illness and slow
growth predicted exposure to subsequent
health hazards up to early old age; as child-
hood height decreased, lifetime exposure to
hazards increased. Power (2000) also found
that long duration of low family income had a
negative effect on children’s cognitive develop-
ment at age 5, school achievement at age 12
and subsequent adult earnings. Overall life-
time exposure measures found that 17.6 per
cent of the men with the worst circumstances
exhibited poor health at age 33 compared to
4.1 per cent of those with the best circum-
stances. For women the figures were 19.4 per
cent and 3.9 per cent respectively. Similarly,
Lynch, Kaplan and Salonen (1997), in a heart
disease risk factor study of 2,674 middle-aged
Finnish men, found health-risk behaviours
and psychosocial dispositions detrimental to
health associated with poor childhood condi-
tions and low levels of parental socioeconomic
status. They suggest that dietary behaviour and
physical activity are determined directly by
childhood social environments via the estab-
lishment of habitual behaviours early in life.
Childhood background was seen to influence
smoking behaviour and alcohol consumption
indirectly via education level and occupation.
Those individuals born to poor parents received
the least education and were subsequently
engaged in low-paid work with higher job and
financial insecurity and more work-related
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injury. Such occupations were also associated
with higher levels of smoking, greater alcohol
consumption, more hostility and lack of hope
for the future.

It has been suggested that disadvantage
across the course of one’s life impacts on psy-
chological as well as physical and social health.
Using measures of parental education and
occupation and attained education and per-
sonal income in adulthood, Turrell et al.
(2002) found a relationship between socio-
economic position, mobility, cumulative dis-
advantage across the lifespan and cognitive
functioning in a sample of males. Men who
remained in a low socioeconomic position
scored worst on all cognitive tests, whilst men
who rose from disadvantage scored better than
those with limited or no upward mobility. Men
who experienced downward mobility, on the
other hand, had poorer scores than those who
remained in their social position. Given the
retrospective design of this study, however, it is
unclear whether socioeconomic mobility
influences cognitive functioning or vice versa.

CONCLUSIONS

No individual can be fully described and
understood without knowledge of their gender,
age, and social background. The concepts are
impossible to isolate, and by doing so one
inevitably simplifies reality and fails to
acknowledge their often complex interaction.
In outlining the individual impact of each of
these categories, we have inevitably had to sim-
plify frequently complex systems. It is impor-
tant to recognize that age, gender, ethnicity,
and the family are frequently used labels to
identify factors that influence health. They act
as signifiers – convenient labels that identify
broad categories of risk for advantage and dis-
advantage. In this chapter, we have attempted
to examine the biopsychosocial processes hidden
behind these categories. In doing so we have
highlighted the importance of examining indi-
vidual factors within an immediate and wider
social context.

For gender, we have seen that health is the
outcome of both biological sex differences and

the differing social worlds that men and
women inhabit. In reviewing the research, it
has become apparent that there is great varia-
tion in the sources of stress associated with gen-
der roles both inside and outside the home. We
have also seen that gender identity impacts
greatly on the availability of repertoires of
health-related behaviours and their enactment,
medical help-seeking behaviour, and the provi-
sion of social support. These develop across the
lifespan through the process of role socializa-
tion and the development of gender identity. It
is important to recognize that these processes
not only continue through the lifespan, but
take place within a dynamic context that
encompasses the social, political and economic,
which together shape and confine the roles and
identities available to men and women.

The influence of gender roles and identity
and social and economic conditions can also
be found in research that has examined the
family. The family can act both as a buffer
against sources of stress, such as periods of ill-
health, and as a source of models of positive
coping behaviour. This may be particularly the
case for males. Families may also have a nega-
tive effect on health, through family-role-
related demands and unhealthy interactions,
especially for females. This highlights the need
to understand how family roles and responsi-
bilities are negotiated across the lifespan and
differ according to societally determined
gender-related norms and power relationships
(Sweeting, 2001). It is also important to recog-
nize that the family does not exist within a
vacuum. It moderates and reflects the influence
of the wider social context. By concentrating
purely on internal family processes and family
structure, there is a danger of ignoring issues of
structural advantage and disadvantage that
impact on the family, particularly at key points
within its lifespan (McMunn et al., 2001).

Perhaps more than any other category,
ethnicity highlights the importance of examin-
ing the underlying social processes and environ-
mental influences associated with a seemingly
‘obvious’ single epidemiological indicator.
We have seen how behavioural norms are the
result of a dynamic interaction involving family,
peers, and inter- and intra-group processes

LIFESPAN, GENDER AND CROSS-CULTURAL PERSPECTIVES 261

Sutton-09.qxd  10/11/2004  10:40 AM  Page 261



(Gittelson et al., 1999). As with gender and the
family, focusing on the single indicator of
ethnicity can obscure the multiple impacts of
underlying differences in socioeconomic
opportunities, social resources, and living con-
ditions on health and behaviour (Brown,
1984). Experiences of discrimination and
racial harassment and the demands of main-
taining or shifting culture provide further
environmental stress and reduced access to
resources (Kessler & Neighbors, 1986).

While it is important to recognize that gen-
der, ethnicity, and the family represent axes
whereby advantage and disadvantage impact
on the individual at any one time, it is equally
important to recognize the cumulative effect
of these and other influences on health across
the lifespan. The nature and distribution of
life events and resources differ by age, as does
their impact. Events that occur out of the
normal developmental pattern, for example,
may exert a disproportionate impact on health
in comparison to those that occur at more
expected life stages. More long-term age-
related factors such as social and family con-
text and material resources also contribute to
understandings of health and health-related
behavioural choices. They have also been
implicated in cumulative health advantage
and disadvantage via their influence on indi-
vidual factors, such as health beliefs and expect-
ations, and the normative constraints on
behaviour that they impose. Brofenbrenner
(1989), for example, proposed a model that
pointed to the influence of interacting micro-
systems such as the family and peers as prime
influences on lifespan development. These in
turn are influenced by macrosystems such as
economics, politics and social status.

This model has its roots in the work of theo-
rists such as Sameroff (1986), who attempted to
develop nature/nurture arguments by positing
transactional explanations of change, which
focus on the constant reciprocal influence
between the individual and the environment.
Such an approach reflects assumptions associ-
ated with the biopsychosocial model of health
and frameworks adopted by the World Health
Organization (Mendoza, 1990), which identi-
fied four interacting factors that determine

health. These are genetic and individual
features such as cognitions, the micro-social
environment such as family, peers and work,
the macrosocial environment such as economics
and the media, and the wider physical environ-
ment. In this way, biological changes associated
with conception, pregnancy, genetic inheri-
tance, physical growth and ageing, puberty and
menstruation exert an influence on health.
They do so, however, alongside and in interac-
tion with the psychological changes associated
with cognitive, moral, personality and identity
development and social contextual factors,
including relationships with peers, the family,
marriage, life events, work demands, the eco-
nomic environment and social status. Only by
adopting such a multilevel perspective can we
hope to understand and address the health
inequalities associated with gender, ethnicity
and the family across the lifespan.
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INTRODUCTION

Communication between patients and practi-
tioners is a central part of health care. Effective
communication is essential, for example, for
practitioners to understand the nature of a
patient’s problem and the patient’s perception
of this. Explaining how future illness might be
averted or current illness treated also requires
effective communication. Failure to communi-
cate effectively has numerous adverse effects,
including patients not understanding the
results of tests they have undergone (Maissi
et al., submitted; McBride et al., 2002), false
and failed reassurance (Lucock, Morley,
White & Peake, 1997; Smith, Shaw & Marteau,
1994), non-adherence (Haynes, McKibbon &
Kanani, 1996), and longer lengths of stay in
hospital ( Johnston & Vogele, 1993). Failed
communication also lies at the heart of much
litigation (Petticrew, Sowden, Lister-Sharp &
Wright, 2000). In addition, it is claimed
that good communication skills can avoid
‘burnout’ in health professionals (Feinmann,
2002). The scale of these problems is large. For
example, 20 per cent of mothers taking their
children to a paediatric outpatient clinic were
not informed clearly about the diagnosis and

nearly 50 per cent were uncertain afterwards
as to the course of their child’s illness (Korsch
& Negrete, 1972). Half of those informed
about an enhanced genetic vulnerability to
lung cancer were they to continue to smoke
failed to understand this (McBride et al.,
2002). One-third of those receiving a normal
cervical smear test result misinterpreted this as
meaning that they had no chance at all of
having cervical cancer, as opposed to a low risk
of being affected (Maissi et al., submitted).

Problems in communicating between health
care professionals and patients have been
widely documented over several decades. Ley
(1988) produced one of the first systematic
attempts based on psychological principles to
understand and thereby to address these prob-
lems. Ley started from the observation that
communication is the aspect of the clinical
encounter that engenders least satisfaction. He
saw this as stemming from two problems: a
failure of patients to understand the informa-
tion given; and related to this, a failure to recall
what had been said.

Failure to understand information was seen
as having two main causes. First, information
is presented in too difficult a way, using unfa-
miliar and technical terms or using familiar
terms in unfamiliar ways. For example, in
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screening the term ‘positive result’ is used to
denote one indicating a problem, in contrast
with its favourable connotation in the vernac-
ular. The second main cause of misunder-
standing is that the information presented
clashes with patients’ own representations and
is interpreted within these. Thus, patients who
perceive hypertension as an acute symptomatic
condition are less likely to adhere to medical
advice to take medication than are those whose
perception of the condition coincides with the
medical view (Meyer, Leventhal & Guttman,
1985).

Recall of information is affected both by
understanding of the information as it is pre-
sented and by its amount and complexity (Ley,
1988). Drawing upon findings such as these,
Ley developed what he termed a ‘cognitive
model’ depicting the relationships between
understanding, memory, satisfaction and com-
pliance. Although disarmingly simple, this
model highlights the importance of presenting
information in a way that it is understood and
recalled. Since this time, research has broad-
ened to consider how the process of communi-
cation influences outcome. It has also built
upon research on communication in routine
consultations to consider communication in
specific areas aimed at achieving particular
outcomes in different patient groups.

This chapter starts by presenting a summary
of some general principles of effective commun-
ication focusing on two common media:
spoken and written language. The next three
sections build upon this, to review the nature
of communication problems and their effects
in relation to three significant and contrast-
ing areas for health psychology, focusing on
(1) healthy individuals, (2) those facing surgery,
and (3) those having to engage in longer term
adherence to medical treatments.

COMMUNICATING INFORMATION:
GENERAL PRINCIPLES

People are not passive recipients of informa-
tion. They actively process information, trying
to make sense of it by drawing upon pre-existing
representations or schemata. Such schemata

function as a set of expectations that guide the
encoding of new information (Hampson,
Glasgow & Zeiss, 1994; Leventhal & Diefenbach,
1991). For example, perceptions of the causes
of familial adenomatous polyposis, an inher-
ited form of bowel cancer, influence how accu-
rate the results of a genetic test are seen to be
(Michie et al., 2002). When genes were seen as
the sole cause, those receiving a test result
showing they had not inherited the gene were
reassured and did not want bowel screening.
But when the cancer was seen as caused by
many factors, including diet and stress, as well
as genes, the genetic test was seen as less accu-
rate at predicting disease onset, with a resul-
tant continued desire for bowel screening,
despite a test result showing that they had not
inherited the gene for this dominantly inher-
ited predisposition to bowel cancer. Such
results highlight the dynamic nature of effect-
ive communication requiring eliciting current
understanding of a situation and presenting
information so that any new information
makes sense within an existing schema. Where
such schemata will not accommodate some
new piece of information or do not exist, the
task of the communicator is to present infor-
mation in order to develop a schema within
which the new information will make sense.
This approach formed the basis of the first
experimental study intervening to alter illness
representations to improve outcomes after a
heart attack (Petrie, Cameron, Ellis, Buick &
Weinman, 2002). The intervention was effect-
ive at altering patient representations of a
myocardial infarction and reduced the length
of time taken to return to work as well as
the reporting of symptoms of angina. While
further research is needed to determine
the most effective ways of eliciting, challenging
and changing schemata, such interventions
that have much promise in improving patient
outcomes depend critically upon basic
communication skills.

Communicating with Different Groups

There is good evidence of ethnic and social
inequalities in health care and health outcomes
(Cooper & Roter, 2002; Department of Health
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and Social Security, 1980). While much work
has focused on access to health care, there is
some evidence to show that health care profes-
sionals’ communication with these groups may
contribute to these inequalities (Cooper &
Roter, 2002). Thus, ethnic minority patients
report less involvement in medical decisions,
less partnership with their providers and lower
levels of satisfaction with care (Cooper-Patrick
et al., 1999; Saha, Komaromy, Koepsell &
Bindman, 1999). Patients from lower socio-
economic groups are given less information in
consultations (Pendleton & Bochner, 1980;
Waitzkin, 1985). This stems from them being
less verbally active in consultations (Bain,
1977), often mistaken by practitioners as indi-
cating little interest in gaining information.
Following a review of this literature, Cooper
and Roter (2002) recommend that communi-
cation skills training programmes need to be
more broadly based to train health care practi-
tioners to communicate in a culturally more
sensitive way, and that strategies are needed
to empower patients across ethnic and social
groups to participate more in their care.

Communicating effectively with those with
low levels of literacy and those from minority
ethnic groups requires some different consid-
erations from those that govern communica-
tion with those who are literate and those from
dominant ethnic groups. Those with low levels
of literacy, estimated at about 20 per cent of
the US and UK populations, derive little bene-
fit from written communication. In inner city
hospitals in the US, levels of functional illiteracy
are as high as 35 per cent amongst English-
speaking patients and 62 per cent in Spanish-
speaking patients seeking care (Williams et al.,
1995). Their lack of written language skill
affects their processing of spoken language,
making it less effective than those who can
read and write fluently (LeVine et al., 1994).
Understanding and comprehension of simple
instructions regarding treatment are much
improved for this group using pictographs,
that is, cartoons depicting instructions. Recall
of instructions regarding a range of medical
problems was dramatically better when oral
instructions were accompanied by pictographs

(Houts et al., 1998; Houts, Witmer, Egeth,
Loscalzo & Zabora, 2001). Giving patients tape
recordings of their consultations may be par-
ticularly useful for this group, as would be
videotapes presenting salient information
about particular illnesses and their prevention
or management. Health practitioners are, how-
ever, poor at identifying those with low literacy
skills, with patients often keen to disguise this.

Values, customs and beliefs about illness
vary across, as well as within, cultural groups.
Such variations will affect how information
is understood as well as responses to it
(Baumann, 2003). Some of the clearest exam-
ples of differences in illness beliefs between
cultures concern causal beliefs (Landrine &
Klonoff, 2001). Cultures characterized as ego-
centric (mostly Northern European and North
American) embrace the dominant medical
model of disease, and with it mind–body
dualism. By contrast, cultures characterized as
sociocentric draw few distinctions between
mind and body, religious, spiritual, medical,
social and emotional processes. Such differ-
ences will affect the effectiveness of communi-
cations about illness, treatment and prevention.
Thus, informing those who share the beliefs of
a sociocentric culture that they can reduce
their risks of heart disease by such behaviour
changes as increasing levels of physical activity
is likely to have little impact when the domi-
nant view of the cause of illness is an imbal-
ance arising out of relationship conflicts,
moral transgressions and negative emotions.
While it is relatively easy to predict when com-
munications based on an egocentric culture will
be ineffective for those subscribing to the
values of a sociocentric culture, it is currently
unknown how such communications can be
made effective. Eliciting and acknowledging
existing illness beliefs will be a starting point.

Communication Medium

Information about health care is available
from many sources using a variety of media.
While there is increasing focus on the use of
the internet and interactive media, the two
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most commonly used media for communicating
information in health care are in person and in
writing.

Consultation skills

There has been a considerable amount of
research over the past 40 years aimed at ascer-
taining the core communication skills needed
for effective face-to-face communication. There
is some evidence, for example, that the process
of communication influences patient outcomes.
Thus, Hall and colleagues’ overview of research
in this area (Hall, Roter & Katz, 1988) showed
that patient satisfaction was higher following
consultations in which the health care profes-
sional engaged in more social conversation,
positive verbal and non-verbal communication
and partnership building. Ascertaining the pre-
cise relationships between process and differ-
ent outcomes has, however, proved a difficult
task, made more difficult by a paucity of reli-
able measures of dynamic processes as well
as a lack of theoretical models to guide such
measurement.

A number of systems have been developed
to measure aspects of the doctor–patient rela-
tionship (Stewart et al., 1995). A meta-analysis
of communication studies found that the
many different elements of communication
measured in the studies fell into five broad cat-
egories: information giving; question asking;
partnership building; rapport building; and
socioemotional talk (Hall et al., 1988). The
links between these and outcomes were
reviewed by Stewart (1995). Informativeness
was an important factor influencing health
outcomes, particularly when accompanied by
emotional support, resulting in reduced psy-
chological distress, enhanced symptom resolu-
tion and reduced pain. Physicians asking about
patients’ understanding, concerns and expect-
ations was also important in achieving these
outcomes. Using cluster analysis, Roter and
colleagues (1997) identified five patterns of
relationship in primary care consultations:
narrowly biomedical; biomedical (in transi-
tion); biopsychosocial; psychosocial; and
consumerist. The first two are considered to

reflect a paternalistic model, the third and
fourth to reflect variations on patient-centred
communication, and the final one to reflect a
consumerist model.

Skills that facilitate the effective communica-
tion of information include using language that
is readily understood, presenting information
in a way that takes account of the patient’s
beliefs, and checking understanding of any
information that has been given (Ley, 1988).
Video recordings of consultations show that
these skills are frequently absent in routine
consultations (Braddock, Fihn, Levinson,
Jonsen & Pearlman, 1997; Campion, Foulkes,
Neighbour & Tate, 2002). Thus, for example,
recording of consultations conducted by pri-
mary care physicians in the US revealed that in
just 2 per cent were direct questions asked of
the patient to check understanding (Braddock
et al., 1997). Similarly in an analysis of
videotaped consultations selected by candi-
dates as part of a qualifying examination for
membership of the Royal College of General
Practitioners, checking patient understanding
was evident in just 20 per cent of the consulta-
tions (Campion et al., 2002).

Communication skills can be improved by
training (Fallowfield et al., 2002; McGuire,
Fairburn & Fletcher, 1986). There is, however,
little evidence regarding the effective compo-
nents of such training. This might be enhanced
if a theoretical basis for the type of training is
made explicit. For example, based on evidence
regarding the acquisition of other types of
skills, feedback, preferably based on videos,
seems an important component (Hall, 1983).
Such a technique may be particularly impor-
tant in developing communication skills
whose quality is difficult to judge and is, there-
fore, subject to such face saving attribution
biases as attributing patient confusion to the
patient’s inherent incompetence but patient
clarity to one’s own skills (Miller & Ross,
1975). Bandura’s (1997) social cognitive theory
is one of the few theoretical models to be
applied to describing and changing health
care professionals’ communication behaviour
(Parle, Maguire & Heaven, 1997). Using this
model, Maguire and colleagues highlight, for
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example, the importance of addressing health
professionals’ negative beliefs about the con-
sequences of giving certain types of informa-
tion to patients, as well as their self-efficacy in
being able to communicate effectively. In addi-
tion to using theory to develop effective train-
ing, there is an evident need to ensure that
such training is an integral part of health pro-
fessional training. Such training is rarely
mandatory. In a study of medical students,
confidence in communicating effectively was
inversely related to actual skills (Marteau et al.,
1991) suggesting that health professionals’
ability to judge their own need for training
would not ensure a skilled workforce. There is
also evidence that those with the most com-
munication skills are those most likely to per-
sist with any training (Michie & Marteau,
1999). Research is needed to ascertain the
attitudinal barriers to health professionals
embracing more fully the centrality of effective
communication skills to their practice, be it as
a surgeon, physician or nurse.

Written information

Written information is sometimes used as the
sole means of communication, for example when
inviting people to participate in population-
based screening programmes. More often it is
used to supplement orally presented informa-
tion, acting as a reminder or as a source of
additional information, for example, about
self-management of chronic conditions. Reviews
of written information about a variety of
health topics reveal several common problems
including the use of inaccurate information,
missing information and text that is too com-
plex to be understood by the majority of the
intended audience (Coulter, Entwistle &
Gilbert, 1999; Ley, 1988; Slaytor & Ward,
1998). Based on research evidence as well as
consensus, several checklists have been devel-
oped to guide the process of developing writ-
ten information as well as its content (Coulter
et al., 1999; Jadad & Gagliardi, 1998; Silberg,
Lundberg & Musacchio, 1997). One of the earli-
est approaches to improving written informa-
tion, still used today, is the use of readability

formulae. These most often incorporate
estimates of sentence length and vocabulary
load (number of syllables per word) to generate
an index of the level of education needed to
understand the text (Flesch, 1948). Wright
(1980) described ‘usability’ as a helpful heuris-
tic in designing written, factual information.
Usable information is designed to take account
of readers’ fluency and familiarity with the sub-
ject matter as well as their cognitive abilities
and existing conceptual structures. The order,
layout of materials and paragraph structure are
also important in contributing to the usability
of written information. A checklist generated
by Coulter and colleagues (1999) summarizing
important steps in developing written informa-
tion is shown in Table 10.1.

While such checklists are useful in describ-
ing the information that is needed, they pro-
vide little guidance on the most effective way
of presenting it. Some of the evidence relating
to this is included in the following sections.

HEALTH RISK INFORMATION

Health risk information comprises, as a mini-
mum, information about the likelihood and
nature of an illness or condition that threatens
an individual’s health. Such information is
commonly given as part of health risk assess-
ments or health screening. There is no one best
way of presenting risk information. It will
depend in part upon the aim of communicat-
ing the information. Thus, for example, if the
aim is to reassure, likelihood information may
be more effective at achieving this if it is pre-
sented in the form of an absolute as opposed to
a relative risk (Brase, 2002).

Achieving Understanding
of Information 

Information about the nature of a threat is
commonly assumed and thus often not pre-
sented in detail. For example, participants in
population-based screening programmes are
given relatively little information about the
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nature of the condition for which screening is
being offered. Such information may be omitted
based on a frequently erroneous assumption
that familiarity with a term means familiarity
with the condition. Thus, for example, while
the great majority of people are familiar with
diabetes and different types of cancers, there is
a tendency to overestimate the severity of
all cancers while underestimating the severity
of diabetes (Farmer, Levy & Turner, 1999;
Gigerenzer, 2002). Understanding the nature
of a condition can be important in terms of
influencing both representations of its pre-
vention and treatment and, in turn, emo-
tional and behavioural responses (Leventhal
et al., 1997).

There have been relatively few studies docu-
menting effective ways of increasing under-
standing about the nature of an illness.
Morgan, Fischhoff, Bostrom and Atman
(2002) describe a method of communicating
about a threat, based on a mental models

approach to risk communication. This is based
on a premise similar to that at the root of
Leventhal’s self-regulation model, namely that
individuals actively process information
within the confines of existing schemata. The
starting point for communicating about a risk
is therefore to elicit lay models using first
open-ended interviews followed by confirma-
tory questionnaires to ascertain the prevalence
of salient beliefs and misconceptions.

There are many different ways in which
information about the likelihood of a condi-
tion can be given. These include the use of
verbal descriptors (e.g., high or low risk),
numerical expressions of likelihood expressed
in language (e.g., absolute and relative risks,
expressed as percentages, single event proba-
bilities), or graphically. Such information can
be framed positively (e.g., the chances of not
developing a disease) or negatively (e.g., the
chances of developing a disease). There is much
debate about the most effective expressions
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Table 10.1 Checklist for patient information materials

The process
1 Involve patients throughout the process
2 Involve a wide range of clinical experts
3 Be specific about the purpose of the information and the target audience 
4 Consider the information needs of minority groups 
5 Review the clinical research evidence and use systematic reviews wherever possible
6 Plan how the materials can be used within a wider programme promoting shared decision making 
7 Consider cost and feasibility of distribution and updating when choosing media 
8 Develop a strategy for distribution
9 Evaluate the materials and their use

10 Make arrangements for periodic review and updating
11 Publicize the availability of the information materials

The content
1 Use patients’ questions as the starting point
2 Ensure that common concerns and misconceptions are addressed
3 Refer to all relevant treatment or management options
4 Include honest information about benefits and risks
5 Include quantitative information where possible
6 Include checklists and questions to ask the doctor
7 Include sources of further information
8 Use non-alarmist, non-patronizing language in active rather than passive voice
9 Make design structured and concise with good illustrations 

10 Be explicit about authorship and sponsorship
11 Include reference to sources and strength of evidence
12 Include the publication date

Source: Coulter, A., Entwistle, V., & Gilbert, D. (1999). Sharing decisions with patients: Is the information good enough?
British Medical Journal, 318, 318–322.
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and formats to use. To date, there have been
too few comparable studies in clinical contexts
for many patterns to emerge (Brun, 1993;
Edwards, Elwyn, Covey, Matthews & Pill, 2001;
Lipkus & Hollands, 1999). The one dimension
of likelihood information where there has been
sufficient research for a consensus to begin to
emerge concerns the presentation of numeri-
cal expressions. Quantitative information is
best understood when it is presented using
simple frequencies (e.g., 1 in every 100 people)
as opposed to single event probabilities (e.g.,
0.01) or relative frequencies (percentages, e.g.,
1 per cent) (Brase, 2002; Gigerenzer, 2002). In
addition, people are better able to compare fre-
quencies when they are presented using the
same denominator. Thus, for example, preg-
nant women were more likely to correctly
understand which of two risk estimates was
larger when the information was presented as
2.6 versus 8.9 per 1,000 than when it was pre-
sented as 1 in 384 versus 1 in 112 (Grimes &
Snively, 1999).

Understanding the likelihood of an outcome
is, however, different from perceiving personal
vulnerability. Thus, for example, smokers may
perceive smoking as hazardous but perceive
their own risks as lower than those of the aver-
age smoker (Weinstein, 1998). In a review of
approaches to communicating health risk
information, Rothman and Kiviniemi (1999)
observe that informing people that particular
behaviours can increase the probability of
adverse health outcomes generally has little
effect on perceptions of personal vulnerability.
The authors attribute this in part to a misunder-
standing of numerical information and in part
to a minimizing or discounting of unfavour-
able health information. Attempts to overcome
these motivational processes in order to motivate
behaviour change have generally been unsuc-
cessful (Weinstein & Klein, 1995; Weinstein,
Sandman & Roberts, 1991). The relatively
weak association between risk perception and
behaviour (van der Pligt, 1998) suggests that
altering risk perceptions may not be the most
effective way of changing behaviour. This then
raises the question of what people need to
understand about a health threat for its
communication to be considered effective. It

may be sufficient for individuals to appreciate
that they have some vulnerability to a health
threat in order for them to process further rel-
evant information about a threat. The amount
of vulnerability experienced may be less
important than the fact that some vulnerab-
ility is experienced. If risk perceptions reflect
fear minimization processes, with little effect
on behaviour (Wiebe & Korbel, 2003), it
perhaps should not be considered a failure of
risk communication that an individual at
higher than average risk perceives that they are
vulnerable but that their level of vulnerability
is lower than average.

Avoiding or Reducing Anxiety 

Informing individuals of an increased chance
of developing an illness is associated in the
short term with raised general levels of anxiety
(Shaw, Abrams & Marteau, 1999). After
1 month such anxiety is rarely evident. Anxiety is
often an adaptive, initial response to health risk
information (Cameron, 2003). It can enhance
attention to health threats, elaborate represen-
tations and motivate behaviour to reduce
threats. It is important, however, that the anxiety
and fear generated by health risk information
is manageable. A number of cognitive proces-
ses have been described which have the effect
of minimizing the threat and resultant fear
following the provision of health risk infor-
mation. These include downplaying the serious-
ness of a problem (Croyle, Sun & Hart,
1997), downplaying the accuracy of the test
(Ditto & Lopez, 1992) and unrealistic opti-
mism (Weinstein, 1999). While these defensive
processes reduce distress there is too little evi-
dence to judge their impact upon risk reducing
behaviour (Wiebe & Korbel, 2003). But while
anxiety, particularly in the first few weeks after
learning of a health risk, may signal the operation
of adaptive processes, it can have adverse
effects, particularly when it is excessively high
and unabated by time, resulting in anxiety-
infused information processing, and a focus
upon short-term alleviation of anxiety.

Research effort in this area has focused upon
two problems: first, high levels of short-term
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anxiety, particularly in those informed of
increased risks of a cancer; and second,
continued concern in those informed that the
results of investigations are negative, indicating
no problem.

Effective ways of preventing raised anxiety
in those informed of an increased risk of dis-
ease include presenting information to prevent
overestimation of the likelihood of having
a significant health problem, a significant pre-
dictor of anxiety (Maissi et al., submitted).
So, for example, women informed of an abnor-
mal cervical smear test result are significantly
less anxious when also informed that such
a result is only rarely associated with cancer
(Wilkinson, Jones & McBride, 1990). Such
effects might be enhanced further by present-
ing the absolute chances of developing cervical
cancer given such a test result. Given the asso-
ciation between perceived seriousness and
vulnerability (Hendrickx, Vlek & Oppewal,
1989), interventions aimed at reducing the
perceived severity of abnormal cervical smear
test results might reduce perceived vulnerability
and in turn levels of distress.

Many of those undergoing diagnostic tests,
particularly following screening, will have no
abnormalities detected. Despite this, some will
experience continued concern. While simple
reassurance can be very effective in reducing
concern (Lucock et al., 1997; Watson, Hall,
Langford & Marteau, 2002), it is less so for
those with high health anxiety. In a prospective
study of patients undergoing gastroscopy
which revealed no serious illness, Lucock and
colleagues (1997) showed that while oral reas-
surance from the physician that there was
‘nothing seriously wrong’ was effective in
reducing worry for 24 hours, for those with
high health anxiety the worry resurged after
this point and was maintained 1 and 12
months later. These results may be explained
by findings from a series of experimental ana-
logue studies which suggest that informing
someone concerned about their health that
they are ‘fine’ can actually serve to increase
their concern (Cioffi, 1994). For information
to reassure in the face of uncertainty it needs to
be presented in the same frame as the one the
patient is using, that is to feature positive

information. In one study, students were
informed that they were either at low, moderate
or high risk of developing a cancer caused
by exposure to asbestos. Half of each group
then received information about the number
of healthy cells they had or the number of
mutant cells. Those informed they were at
moderate risk (maximum uncertainty) and
who received information about the number
of healthy cells in their body had least confi-
dence in their health of all six experimental
groups. Thus, someone concerned about their
health is more likely to be made more con-
cerned by informing them of the chances that
they are well as opposed to the chances that
they are ill.

In addition to the framing of the informa-
tion designed to reassure, any explanation is
more likely to be accepted and to provide reas-
surance if it fits with the individual’s existing
illness schema. This requires eliciting patients’
illness schemata alongside their concerns in
order that information can be provided that
makes sense within that context. So, for exam-
ple, if someone is presenting with headaches
fearing a brain tumour, for which tests reveal no
evidence, a reassuring explanation is likely to
be one that elicits and maybe alters the existing
schema of brain tumours and headaches to
allow the one to exist without the other.

False Reassurance 

The majority of health risk assessments and
many diagnostic test procedures reveal no prob-
lems. Such results mean that there is a low
chance, but rarely do they mean no chance, of
developing or having the tested condition.
Erroneously believing that a negative or normal
test result means no residual risk may be associ-
ated with reinforcement of unhealthy lifestyles
(Tymstra & Bieleman, 1987), delay in seeking
help when symptoms of disease arise, as well as
delay in health professionals responding to such
symptoms (Petticrew et al., 2000), poorer
adjustment (Hall, Bobrow & Marteau, 2000),
and litigation (Petticrew et al., 2000). The chal-
lenge is how to present the meaning of a normal
test result to avoid false reassurance, that is the
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belief that low risk means no risk, without
inducing anxiety about the residual risk.

Until recently false reassurance was not widely
considered a problem. The focus in health risk
communication had been firmly upon avoiding
disabling levels of anxiety, largely in response to
the results of a study reporting the adverse effects
upon work attendance of detecting hypertension
in a group of steel workers (Haynes, Taylor &
Sackett, 1979). The perceived need to avoid high
levels of anxiety has probably unwittingly fed
into a desire to present health risk assessments in
an overly reassuring way. Thus information on
test sensitivity (i.e., the proportion of cases a test
can detect and, by implication, the proportion it
cannot) is most often not given. For example, in
an analysis of 58 leaflets describing breast cancer
screening, information on the proportion of
breast cancers detected by screening was men-
tioned in just 15 of them (Slaytor & Ward, 1998).
In a study of HIV testing, five of 19 counsellors
studied incorrectly informed an individual
undergoing testing that it was impossible to get a
false negative test result (Gigerenzer, Hoffrage &
Ebert, 1998).

The few studies conducted to date attempt-
ing to avoid or reduce false reassurance show
that using the term ‘normal’ to describe test
results encourages false reassurance with as
many as 50 per cent believing their results
indicate no residual risk (Marteau, Senior &
Sasieni, 2001). A range of verbal and numerical
expressions to depict residual risk is effective at
reducing rates of false reassurance in the short
term (Marteau et al., 2000, 2001). While rates
of false reassurance can be reduced, as many as
30 per cent in one study continued to be falsely
reassured (Marteau et al., 2001), this being
more marked in those with lower levels of
education who were more likely to be falsely
reassured. Further attempts to avoid false reas-
surance need to focus on this group in parti-
cular. There is also a need to understand the
emotional and cognitive processes that affect
longer-term recall. In one of the few studies
assessing recall of the meaning of low risk test
results over time, we found that while recall
of residual risk was high immediately after
testing, with over 90 per cent of participants
correctly understanding that their negative test

result meant that they had a very low (but not
no) risk of being a carrier for cystic fibrosis,
3 years later only 50 per cent correctly recalled
this, with over 43 per cent erroneously believ-
ing that they had no risk at all (Axworthy,
Brock, Bobrow & Marteau, 1996). Such an ero-
sion may reflect the operation of simplifying
heuristics (low risk eventually becoming seen
as no risk) or the operation of defensive biases,
protecting individuals from perceiving them-
selves at continuing, albeit low levels of risk.

False reassurance is a concept implicit in risk
homeostasis or risk compensation theory
(Wilde, Robertson & Pless, 2002). This theory
is based on two core assumptions. The first
assumption is that people are utility maximiz-
ers, in that they will behave in the way that
maximizes overall benefits. The second
assumption is that people have an implicit
level of risk that they consider acceptable. By
acting to reduce a risk, for example by wearing
a seat belt, this decreases their risk below the
level they consider acceptable, resulting in
behaviour that then increases their risk, for
example by driving faster, back to their target
level. While the evidence to support the theory
and in particular the second premise are con-
tested (McKenna, 2002; Robertson, 2002), it
may have some merit as a general explanatory
framework in accounting for the failure of
many health promoting interventions to
reduce risk. Given the well documented use of
fear control processes (Croyle et al., 1997), it is
plausible that acting to reduce a risk may result
in an overestimation of the risk reduction
achieved and an underestimation of the risks
entailed in unchanged risk enhancing behav-
iours. Thus, increasing levels of physical activity
may result in an overestimation of the risk so
reduced, and an underestimation of the risk
induced by continuing to smoke or eating a
high fat diet.

Risk Information Fails to Result in
Behaviour Change

Presenting risk information, including infor-
mation based on biomarkers, infrequently
leads to behaviour change (McClure, 2002).
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For example, informing people of a genetic
susceptibility to lung cancer does not result in
smoking cessation (Audrain et al., 1997;
McBride et al., 2002). Dietary change does not
follow the provision of information about
raised cholesterol (Strychar et al., 1998), nor
is activity increased when individuals are
informed of their cardiovascular unfitness
(Godin, Desharnais, Jobin & Cook, 1987).
Such findings reflect in part the limited impact
of risk information upon risk perception (Avis,
Smith & McKinlay, 1989; Kreuter & Strecher,
1995; Rothman & Kiviniemi, 1999), as well as
the limited role that perceived risk plays in
motivating behaviour change (van der Pligt,
1998).

The focus of presenting risk information has
been upon communicating the likelihood of
disease largely to the neglect of other key
pieces of information (Rothman & Kiviniemi,
1999; Weinstein, 1999). Recent systematic
review evidence shows the importance in
motivation to change behaviour in the face of
a health threat of not only perceiving the threat
as likely, but also perceiving the threat as serious,
the recommended behaviour as effective in
reducing the risk, and the ability to perform
the behaviour as existent (Floyd, Prentice-
Dunn & Rogers, 2000; Milne, Sheeran &
Orbell, 2000; Witte & Allen, 2000). Much of
this research has been conducted using non-
clinical samples, often in descriptive studies.
The challenge now is to develop effective ways
of communicating about these salient dimen-
sions of a risk to motivate behaviour change
in clinical populations.

While intention to perform a behaviour is
a reliable predictor of actual behaviour, it
accounts for between 20 and 30 per cent of the
variance (Sheeran, 2002; Sutton, 1998). Many
models of health behaviour draw a distinction
between intention to engage in a behaviour
and the enactment of that intention (Schwarzer,
1992; Sheeran, 2002). It appears that thinking
about future behaviour in relation to specific
environmental cues of when, where and how
to enact a particular behaviour increases the
frequency of that behaviour. So, for example,
students were more likely to have a tetanus
inoculation when the fear message was

accompanied by details of where on campus
the inoculation could be obtained (Leventhal,
Singer & Jones, 1965). More recently action
plans have been studied under a new name of
implementation intentions (Gollwitzer, 1999).
These take the form of individuals writing
when, where and how they will enact a partic-
ular behaviour. This includes taking vitamin
tablets, undergoing exercise, and attending
for screening (Sheeran, 2002). While this
approach shows much promise, its effective-
ness in non-student samples awaits further
studies.

Anticipating the negative emotion of regret
can also result in people being more likely to
engage in behaviour to reduce risks. Thus,
those asked to focus on how they would feel
were they to experience a related adverse out-
come having not engaged in a recommended
preventive action are more likely to perform
the action (Parker, Stradling & Manstead,
1996; Richard, van der Pligt & De Vries, 1995).
Anticipated regret has an effect by strengthen-
ing the association between intentions and
behaviour, thereby reducing the widely
acknowledged gap between intentions and
behaviour (Abraham & Sheeran, 2003).

THE STRESS OF SURGERY

The Nature of the Problem

There are many situations and contexts in
health care where routine communication or
communication-based interventions can have
important effects on patient wellbeing. This is
particularly true for patients coping with med-
ical procedures, which can be painful or dis-
tressing. One of these, surgery, has also been
found to produce significant adverse emo-
tional effects ( Johnston & Wallace, 1990;
Kiecolt-Glaser, Page, Marucka, MacCallum &
Glaser, 1998), the extent of which will depend
on its severity and duration, as well as on psy-
chological factors such as the patient’s expecta-
tions and coping style and the quality of health
care communication.

Recovery from surgery is both multidimen-
sional and variable ( Johnston, 1984). There are
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many indices of recovery, including mood,
pain, wound healing and length of hospital
stay. Studies that have examined patterns of
post-operative recovery provide clear evidence
that, whatever recovery index is used, there is
considerable variation between patients who
have undergone the same surgical procedure.
Even for discrete procedures such as minimal
access (keyhole) surgery, some patients show
rapid return to full function whereas others
may take a significantly longer time (McGinn
et al., 1995; Schlumpf, Klotz, Wehrli & Herzog,
1994). Moreover, for some quite widely used
surgical procedures, some patients may fail to
obtain therapeutic benefit. For example, fol-
lowing surgery for a lumbar spinal stenosis,
approximately one-third of patients fail to
benefit substantially (Turner, Ersek, Hernon &
Deyo, 1992). In contrast, there is recent evi-
dence that for another widely used surgical
procedure, knee arthroscopy, patients who have
undergone ‘placebo surgery’ show a very similar
pattern of post-operative recovery to those
patients who have received the full surgical
intervention (Mosely et al., 2002).

The determinants of this variability are multi-
factorial and depend on a range of physical,
contextual and psychosocial factors (e.g.,
Iverson, Daltroy, Fossel & Katz, 1998). One
factor, which has been investigated quite exten-
sively, is the pre-operative mood of the patient,
particularly their level of state anxiety, which, in
turn, may reflect their level of preparedness for
the surgery. A large number of studies have
investigated the relation between pre-operative
mood and post-operative recovery, and the
majority have demonstrated a link between the
greater anxiety or distress and a range of recov-
ery indicators (see Munafo & Stevenson, 2001,
for a review). Early researchers ( Janis, 1958)
proposed a curvilinear relation between pre-
operative distress and recovery but subsequent
work indicates that this is more likely to be lin-
ear (e.g., Johnston & Carpenter, 1980). Thus
patients with higher levels of pre-operative anx-
iety or distress report more post-operative pain,
negative mood and poorer recovery (Munafo &
Stevenson, 2001). There is also experimental
evidence which has shown that stress slows the
speed of wound healing and has implicated the

role of the immune system in this process
(Kiecolt-Glaser et al., 1998).

The ways in which pre-operative anxiety
influences post-operative recovery are not
clearly understood. Some studies (e.g., Kain,
Sevarino, Alexander, Pincus & Mayes, 2000)
have used path analysis of data collected at mul-
tiple time points and have proposed that anxiety
has a critical role in the chain of events influ-
encing post-operative pain levels and responses.
In contrast, other researchers maintain that the
apparent influence of anxiety on recovery is
explained by its association with pre-operative
function and fatigue. Hence Salmon, Hall and
Peerbhoy (2001) propose that while emotional
response to surgery partly predicts post-operative
recovery, the critical component of emotion is
fatigue rather than anxiety.

Patients’ emotional responses prior to
surgery relate to concerns about the procedure
and the outcome (Weinman & Johnston, 1988).
Patients have been found to experience emo-
tional reactions, such as fear of surgery and
anaesthesia, as well as lack of information about
medical details, the roles of different health care
professionals and discharge from hospital
(Breemhar, van den Borne & Mullen, 1996). To
a large part these problems are caused by inade-
quate information provision which, in turn,
may be due to a range of organizational barri-
ers. One large recent study of over 3,000 surgi-
cal patients has sought to investigate the
difficulties patients have in obtaining informa-
tion and the ways in which this can affect the
patients’ evaluation of their experience in
hospital (Krupat, Fancey & Cleary, 2000). This
study identified four distinct information
factors, namely surgical information, recovery
information, sensory information and general
information, each of which was related to
patients’ evaluations. They also showed that
individual patient factors, such as desire for
information and perceived control, were impor-
tant in moderating and mediating the value and
impact of information in determining patients’
responses to impending surgery.

Some of these individual difference factors
will be considered in more detail later, but the
general point to be made here is that lack
of patient preparation for surgery and the
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consequent effects on emotional reactions
provide one explanation for the variability in
patient recovery. Another potentially influential
pre-operative determinant of recovery, which
can be influenced by the level of preparation or
information provided, is the patient’s expecta-
tion regarding the surgery. There is a small
recent literature on the role of patients’ expect-
ations in post-operative recovery and this pro-
vides clear evidence that these can influence
such factors as pain, functional recovery and
satisfaction (Iverson et al., 1998; McCarthy,
Lyons, Weinman, Talbot & Purnell, 2003).

This brief overview of pre-operative psy-
chosocial influences on post-operative recov-
ery points to the potential value of different
types of communication in preparing patients
for surgery. The next section describes a range
of approaches to pre-operative psychological
preparation and examines the evidence for
their efficacy.

Psychological Interventions for
Stressful Medical Procedures

Since studies have shown a relation between
patients’ psychological state and their recovery,
it has been recognized that there could be con-
siderable gains from providing a psychological
intervention designed to reduce or minimize
the psychological impact of a medical proced-
ure. There is a range of interventions that have
been used to prepare patients for surgery or
other stressful procedures in the hospital set-
ting. In broad terms they can help by provid-
ing the patient with information to reduce
the uncertainty of the event, or with specific
behavioural or cognitive skills to help with some
of the discomfort or pain. The main approaches
are as follows.

Procedural information

This is probably the most widely used
approach and consists of providing informa-
tion about the various procedures that will take
place before and after the operation. It therefore
involves the patient being provided with
information about what will happen to them
at different stages pre- and post-operatively.

Sometimes this information is also accompanied
by an explanation of the purpose of each of the
procedures that are described. Thus it provides
the patient with a realistic set of expectations
about the events that will occur and, in doing
so, can reduce the uncertainty of the whole
process.

Sensory information

This describes what patients are likely to feel,
particularly during the immediate post-operative
pain period. The function of this information is
to provide matter-of-fact or benign inter-
pretations of the sensations so that the patient
can recognize them as part of the expected post-
operative process. Thus the patient who can
recognize post-operative pain as an expected
sensation caused by the incision and reflecting
the healing process will be far less likely to be
distressed than someone who has not been pre-
pared for the pain and who may think of it as a
problem or a complication of the surgery.

Contrada, Leventhal and Anderson (1994)
have discussed the benefits of sensory and pro-
cedural information from the perspective of
the self-regulatory model. They propose that
the sensory preparation serves to provide a script
which describes internal sensations, and that the
procedural preparation provides a script of the
objective external events involved in surgery.
They maintain that it is the availability of the
script which reduces uncertainty and worry for
the patient. More specifically, sensory informa-
tion should be particularly helpful since it
focuses on potentially threatening sensations
(e.g., pain, discomfort) with the aim of ensur-
ing that these are processed as non-threatening
or less threatening. However, evidence on the
efficacy of both types of preparatory informa-
tion indicates that procedural information is
at least, if not more, effective in producing
favourable post-operative outcomes ( Johnston &
Vogele, 1993: see below).

Behavioural instructions

These typically describe different behaviours
that the patient can use to help before, during
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and after surgery. These include instructions
about ways to cough and move in bed that will
reduce the likelihood of pain associated with
these movements. Other behavioural instruc-
tions such as deep breathing and ambulation
exercises may also reduce the incidence of pain
or complications as well as facilitating recovery.

Modelling

This is based on the use of filmed models who
can be seen undergoing the same procedure as
the patient. Following Bandura’s (1986) social
learning theory, modelling or the observation
of others completing a difficult or stressful task
can serve to increase the individual’s sense of
self-efficacy for managing the same task. Two
main types of model have been investigated:
mastery models, who are shown dealing with
the task with ease and ability; and coping mod-
els, who are shown as having some anticipated
concerns but who nevertheless are able to
overcome these and cope with the procedure.
The coping type of model has been found to
be a more effective preparation for children
undergoing surgery. For example in a study of
children about to be inoculated, Vernon (1974)
has compared a group of children who saw a
preparatory film which was ‘realistic’ (the child
in the film is seen to experience short-lived,
moderate pain and emotion) with a group
who saw an ‘unrealistic’ film (the child shows
no pain or emotional expression) and a group
who saw no preparatory film. The realistically
prepared group were found to experience least
pain when receiving their injections. These
methods have been more widely used with
children than with adults, particularly since
it may be more difficult to provide children
with sensory or procedural information or
behavioural instructions in a helpful way.

Relaxation-based interventions

These can involve a number of different tech-
niques, including deep breathing, progressive
muscle relaxation or, less frequently, hypnosis.
Relaxation can be used both to provide a
general preparation involving anxiety reduc-
tion and as a specific skill which can be used

post-operatively for coping with pain and
discomfort at times of increased stress or tension.

Cognitive coping procedures

These focus on patients’ concerns and fears
about the surgery and assist in dealing with
them in one of two ways. First, they may make
use of coping strategies that the patient has
used successfully in the past for coping with
stressors, enabling the patient to rehearse and
apply these in the surgical context (Langer,
Janis & Wolfer, 1975). The second cognitive
approach involves coping with negative
thoughts by distracting attention from them
and by focusing on positive aspects of the
surgery and repeating positive self-statements
(Ridgeway & Mathews, 1982).

The efficacy of these interventions has been
evaluated by examining their effects on a range
of post-surgical outcomes, including anxiety,
pain and use of pain medication, length of stay
in hospital and various indicators of recovery.
All the interventions have been found to be
successful in improving at least one outcome
and the majority have a positive impact on
many of the outcomes. The different interven-
tions have been examined and compared sys-
tematically in a meta-analysis by Johnston and
Vogele (1993). Across the range of outcomes,
the largest recovery effects were obtained for
pain, negative affect and physiological indices of
recovery but there was considerable variation
in the magnitude of these effects. Smaller but
more consistent advantages of psychological
preparation were found on pain medication
and length of hospital stay. The interventions
that had the most widespread effects on all
the outcomes were found to be procedural
information provision and behavioural instruc-
tions. Relaxation was also found to have bene-
ficial effects on the various outcomes. Whereas
Mathews and Ridgeway (1984) had indicated
that cognitive coping interventions were most
likely to have the greatest efficacy, the meta-
analysis results show that their effects appear
to be restricted to specific outcomes. Thus cog-
nitive interventions have been shown to have
positive effects on negative affect, pain and use
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of pain medication, and clinical recovery, but
do not appear to result in shorter lengths of
stay or in improved physiological indices or
behavioural recovery. Surprisingly, in view of
the importance attached to patient evaluations
of health care, only a few studies have exam-
ined the effects of these interventions on
patient satisfaction but these show quite posi-
tive results, indicating that patients view them
as acceptable and helpful.

There is now considerable evidence to indi-
cate that different types of psychological
preparation can not only reduce the anxiety,
stress and pain involved in many medical pro-
cedures but also generate considerable related
benefits (e.g., less analgesia, better recovery,
faster discharge etc.). Although each of the
different approaches has been described
separately here, they can easily be used in
conjunction and often are. What is encourag-
ing from the research and reviews of psycho-
logical preparation for surgery is that they
show that it is possible to intervene effectively
using relatively uncomplicated procedures.
Moreover, there is now sufficient informa-
tion about their efficacy to be confident in
recommending that they should be included
as routine components of standard medical
and nursing care for all patients undergoing
surgery.

All the interventions outlined above are rel-
atively brief and can be readily incorporated
into routine clinical care, provided that the
health care professionals involved are appro-
priately trained to deliver them. However,
there is also evidence that pre-operative
patients can gain useful information from fel-
low patients and that this can also influence
post-operative recovery. This evidence comes
from an elegant series of studies by Kulik and
colleagues (Kulik & Mahler, 1987; Kulik,
Mahler & Moore, 1996), who have examined
the effects on pre-operative patients of having
a roommate who has either undergone or is
about to undergo the same operation or a
different procedure. Their findings showed the
importance of social contact in the recovery of
patients following surgery. In their early study,
they compared the effects of sharing a room
either with a patient who was also about to

undergo cardiac surgery or with one who had
already had the same operation. The results
showed clear beneficial effects of sharing a
room with someone who was recovering from
surgery. The patients who had post-surgical
roommates were less anxious prior to surgery,
engaged in more post-surgical physical activity
and were discharged sooner (Kulik & Mahler,
1987). In a more recent variation on this study,
they investigated two further variables, namely
having a roommate or being on one’s own, and
having a roommate who was about to undergo
or had gone through the same or different type
of operation. In addition to replicating their
earlier findings respective to the advantage of
sharing with a post-surgical patient, they also
found that it was advantageous to share with a
post-surgical patient who had undergone the
same type of surgery and that those who were
in rooms on their own had the slowest recovery
(Kulik et al., 1996).

From a communications perspective, these
results are important for a number of reasons.
They serve as a reminder that information
from health care professionals is not the only
form of communication that can influence the
adjustment to and recovery from stressful
medical procedures. Important preparatory
and other useful information may be commu-
nicated verbally and non-verbally from one
patient to another, and this can have consider-
able impact. There is clearly scope for structur-
ing ward environments in order to maximize
positive influences of fellow patients on the
response to and recovery from surgery.

Pre-Operative Preparation: Is There a
Need for More Individually Tailored
Approaches?

One of the problems with many of the inter-
vention methods outlined and evaluated above
is that they often come as a fixed package,
regardless of the level of the pre-operative
patient’s informational needs or coping style.
Surgery is a potential stressor for the patient,
and it is known from the broader stress
research literature that people cope in a range
of ways, which are partly dependent on dispo-
sitional factors and partly on their appraisal of
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the stressor and their own coping capability
(Folkman & Lazarus, 1980). One psychological
dimension that pervades this research is linked
to approach-avoidance, and has been investi-
gated in a number of ways in the study of cop-
ing with surgery. Miller and Mangan (1983)
have grouped individuals as ‘monitors’ or
‘blunters’, according to the extent to which they
cope with a stressor in a more vigilant (moni-
toring) or avoidant (blunting) way, whereas
others have used a more general coping style
classification (e.g., Krohne, Slangen &
Kleemann, 1996; Lazarus & Folkman, 1984).
Broadly these studies show that those patients
who typically use more avoidant approaches to
coping find it most helpful to be given rela-
tively little preparation information, and may
react negatively to the provision of more detailed
information. Conversely the more vigilant or
monitoring copers find more detailed informa-
tion more helpful in preparing for and recov-
ering from surgery.

Recent overviews of tailored approaches to
informational interventions provide further
support but raise the practical question of how
such tailoring can be incorporated into the rou-
tine clinical setting. One obvious approach is to
adopt computer-based methods in which the
level and type of preparatory information can
be determined by the individual patient. These
approaches can combine text, images and video
sequences to provide different sorts of prepara-
tory information. There are good recent exam-
ples of the efficacy of video information for
preparing patients for a range of surgical proced-
ures, including cardiac surgery (Roth-Isigkeit
et al., 2002) and surgery for osteoarthritis of the
knee (Ayral, Gicquere, Duhalde, Boucheny &
Dougados, 2002).

ADHERENCE TO TREATMENT

The Nature of the Problem

The failure of many patients to follow recom-
mended treatment or advice is now regarded
as a major problem in health care. This is
usually referred to as non-compliance or

non-adherence, although the latter term tends
to be used more widely now. Adherence has
been defined as ‘the extent to which the patient’s
behaviour coincides with the clinical prescrip-
tion’ (Sackett & Haynes, 1976). Alternatively,
non-adherence has been defined as ‘the point
below which the desired preventative or
desired therapeutic result is unlikely to be
achieved’ (Gordis, 1976). Problems of adher-
ence have been observed across a wide range of
medical recommendations, including pill tak-
ing, returning for follow-up appointments,
and following behaviour change advice for
primary, secondary or tertiary prevention.

Low rates of adherence to recommended
treatment are found in most chronic diseases
including asthma (Hand, 1998), diabetes
(Strychar et al., 1998), heart disease (Rich,
Gray, Beckham, Wittenberg & Luther, 1996),
cancer (Lilleyman & Lennard, 1996), HIV
(Paterson et al., 2000) and kidney disease
(Cleary, Matzke, Alexander & Joy, 1995), as
well as in psychological treatments such as
relaxation training for anxiety-related dis-
orders (Taylor, Agras, Schneider & Allen, 1983).
The incidence of non-adherence varies greatly,
converging at 30–50 per cent in chronic illness
(Haynes et al., 1979; Meichenbaum & Turk,
1987). In the area of primary prevention, it has
been found that many participants drop out of
lifestyle change programmes designed to
improve diet or reduce health risk behaviours
(Brownell & Cohen, 1995). Even patients who
have experienced major health problems, such
as heart attacks, may show low levels of uptake
of rehabilitation programmes as well as con-
siderable variation in the adoption of recom-
mended lifestyle change (Petrie, Weinman,
Sharpe & Buckley, 1996).

Non-adherence may be categorized in many
ways but one useful distinction is between
those that are active and those that are passive.
Active non-adherence arises when the patient
decides not to take the treatment as instructed.
From a self-regulatory perspective, the level of
treatment adherence may reflect a strategic
coping response that is entirely consistent with
the patient’s view of their problem (Leventhal &
Cameron, 1987). Thus, if patients believe that
their problem will not last for long, they will be
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less likely to adhere to their medication over a
long period of time than those who perceive
their condition as more long-lasting (Meyer
et al., 1985). Passive non-adherence may be
unintentional when it is caused by barriers such
as forgetting, and inability to follow treatment
instructions because of a lack of understanding
or because of physical problems such as poor
eyesight or impaired manual dexterity.
Similarly, if the quality of communication is
poor and patients receive information that
is difficult to understand or recall, as has
been outlined above, then this reduces the
likelihood that treatment will be adhered to
(Ley, 1988).

One of the major problems with all adher-
ence research is the difficulty in obtaining
accurate measures. Many different measures
have been used to provide both direct and indi-
rect markers of adherence, including tracers of
metabolized medications, pill counts, electron-
ically monitored pill bottle tops or inhalers,
self-reports and the effects on health or illness
outcomes (see Myers & Midence, 1998, for a
review). These methods vary in their accuracy
and, since none can provide an exact measure,
many of the better studies have included
multiple measures to provide triangulation and
greater reliability. Despite these inherent prob-
lems, the evidence of the prevalence of non-
adherence is widespread and, if anything, the
problems of measurement probably mean that the
empirical data represent an underestimation of
the true extent of the problem.

The Effects of Low Adherence

Even though there are continuing problems in
defining, assessing and explaining variations in
adherence behaviours, there are clear reasons
why low adherence is a major problem in
health care. First, and most obvious, patients
who are non-adherent are much less likely to
gain benefit from their treatment or advice.
The relation between treatment adherence and
outcome is a complex one that depends on a
number of factors, as has been shown in a
recent meta-analysis (DiMatteo, Giordani,
Lepper & Croghan, 2002). This examined and

integrated the findings from 63 studies that
varied considerably in sample size, patient
group and study design. The overall relation
between adherence and outcome was found to
be positive with an effect size of 0.21, and with
the great majority of studies (n = 51) showing
a significant positive effect. The results indicate
that greater adherence reduces the risk of a
null or poor treatment outcome by 26 per cent,
and that a good treatment outcome is three
times more likely to be found in those who
have been highly adherent. Although these
effects were found to be moderated by the
type of disease and treatment, it is notable
that the overall effect size is broadly similar
to that found in a similar review of patients
receiving treatment for coronary heart disease
(McDermott, Schmitt & Wallner, 1997) and to
that found in a recent meta-analysis of disease
management interventions in chronic illness
(Weingarten et al., 2002).

In addition to the predicted adherence–
outcome relation, there is also evidence now
that higher adherence can produce positive
effects on outcome by way of indirect factors,
such as the patient’s expectations. A revealing
study by Horwitz et al. (1990) compared the
treatment responses of adherent and non-
adherent patients to medication for myo-
cardial infarction. This involved a group of
patients in a large randomized controlled trial,
in which half were randomized to the active
treatment (propanalol) and half to the placebo
treatment. Unlike the majority of randomized
controlled trials, which either ignore or screen
out non-adherence, this study made a special
effort to assess the adherence of all the parti-
cipants, who were then categorized as adherent
or non-adherent. The comparative advantages
found for the adherers on a range of outcomes,
including mortality, were very similar for those
on the active treatment and the placebo. These
findings, which have also been shown in studies
with other treatments, indicate that good
adherence to any treatment, even when it is a
placebo, results in a better outcome, even when
factors such as illness severity, comorbidity, and
psychosocial differences are taken into account.
Thus, for patients, a further disadvantage of
low treatment adherence, over and above the
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obvious lack of any clinical therapeutic effect,
is that they are not able to benefit from
the considerable non-specific (i.e., placebo)
effects which are found with any treatment
(Richardson, 1997).

The Determinants of Non-Adherence

From the accumulated research evidence on
factors associated with non-adherence, it now
seems untenable to accept the idea of a ‘non-
compliant type’ in terms of fixed individual or
social characteristics. An early systematic
review of 185 studies (Sackett & Haynes, 1976)
revealed no clear relationship between race,
gender, educational experience, intelligence,
marital status, occupational status, income and
ethnic or cultural background and adherence
behaviours. Moreover, there is little evidence
that adherence behaviours can be explained in
terms of personality characteristics (Becker,
1979; Bosley, Fosbury & Cochrane, 1995;
McKim, Stones & Kozma, 1990). Also the idea
that stable socio-demographic or dispositional
characteristics are the sole determinants of
adherence is discredited by evidence that an
individual’s levels of adherence may vary over
time and between different aspects of the treat-
ment regimen (Cleary et al., 1995; Hilbrands,
Hoitsma & Koene, 1995). This limitation also
applies to the search for disease and treatment
characteristics as antecedents of adherence
since there are wide variations in adherence
between and within patients with the same dis-
ease and treatment (e.g., Cleary et al., 1995;
Lilleyman & Lennard, 1996).

One simple explanation for non-adherence
is that patients lack basic knowledge about
their medication (Cartwright, 1994; Eagleton,
Walker & Barber, 1993), but again this does not
provide a complete explanation. In a system-
atic review of the adherence literature Haynes
(1976) concluded that, although 12 studies had
demonstrated a positive association between
knowledge and adherence, there were more
that had failed to demonstrate a link. Studies
conducted since that time generally indicate
that associations between knowledge and
adherence are at best small and inconsistent

(Eagleton et al., 1993) and, as will be seen
below, information-based interventions do not
consistently result in increased levels of adher-
ence (Haynes, Sackett, Taylor, Gibson &
Johnson, 1978; Roter, Hall et al., 1998). Patient
satisfaction may act as a mediator between
information provision, recall and adherence, as
would be predicted by Ley’s model which was
outlined earlier. In a national UK survey of
patients’ satisfaction with medicines informa-
tion, over 70 per cent of respondents wanted
more information than they were given (Gibbs &
George, 1990). Dissatisfaction with the amount
of information and explanation provided may
also act as a barrier to adherence by making the
patient less motivated towards treatment (Hall
et al., 1988).

Adherence research has stopped trying to
identify stable trait factors which characterize
the non-adherent patient and now places a
greater emphasis on understanding those
patient cognitions which could explain why they
decide to take some treatments and not others
(Horne, 1998). The application of social cogni-
tion models in research indicates that medica-
tion non-adherence may arise from a rational
decision on the part of the patient and identi-
fies some of the cognitions that are salient
to these decisions, particularly for the more
active or intentional types of non-adherence.
Although there is some variation in the specific
type of beliefs that are associated with adher-
ence across studies, the findings show that cer-
tain cognitive variables included in the health
belief model (HBM: Janz & Becker, 1984) and
the theory of planned behaviour (TPB: Ajzen,
1988) appear to predict adherence in certain
situations. For example, higher rates of adher-
ence have been found in patients who believe
that failure to take the treatment could result
in adverse consequences and that they are per-
sonally susceptible to these effects (Cummings,
Becker, Kirscht & Levin, 1981; Kelly, Mannon &
Scott, 1987; Nelson, Stason, Neutra, Soloman
& McArdle, 1978). Additionally, adherence
decisions may be influenced by a cost–benefit
analysis in which the benefits of treatment are
weighted against the perceived barriers
(Brownlee-Duffeck et al., 1987; Cummings
et al., 1981; Nelson et al., 1978). Other studies
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based on the TPB have shown that the
perceived views of significant others such as
family, friends and doctors (normative beliefs)
may also influence adherence (Cochrane &
Gitlin, 1988; Reid & Christensen, 1988).
Several studies have demonstrated the value of
interventions based on the HBM in facilitating
health-related behaviours, such as attending
for medical check-ups (Haefner & Kirscht,
1970), or using emergency care facilities in
an acute asthma attack ( Jones, Jones & Katz,
1987).

A more dynamic cognitive approach which
has been used to explain non-adherence is
Leventhal’s self-regulatory model (Leventhal,
Brisette & Leventhal, 2003), which acknow-
ledges the importance of symptom perception
in influencing illness representations which, in
turn, direct coping responses, including adher-
ence behaviour. Early evidence for this
approach is provided by findings from a study
of patients with diabetes who used perceived
symptoms to indicate their blood glucose
levels and to guide self-treatment (Gonder-
Frederick & Cox, 1991). However, patients’
beliefs about their symptoms, and estimations
of their own blood glucose levels, were often
erroneous and resulted in poor diabetic con-
trol. Further evidence of the role of illness
representations in adherence has been found
in patients with hypertension (Meyer et al.,
1985). Patients who believed that their hyper-
tension was an acute condition were less likely
to continue taking anti-hypertensive medica-
tion than those who believed it to be a chronic
condition. This study also showed that
patients’ representations of their illness often
conflicted with the medical view and provided
an insight into the effects of mismatch between
the patients’ representations and those of their
doctor. In a group of 50 patients who had con-
tinued in treatment, 80 per cent agreed with the
statement that ‘people cannot tell when their
blood pressure is up’. However, 92 per cent
believed that they could tell when their own
blood pressure was raised by monitoring
symptoms such as tiredness, headache and stress.
Patients who believed their anti-hypertensive
medication improved symptoms were more
likely to adhere, which is consistent with more

recent research on patients’ beliefs about the
necessity of taking their medication (Horne,
2003: see below).

Illness perceptions have been linked with a
range of adherence-related behaviours. These
include various self-management behaviours,
such as dietary control and blood glucose
testing in diabetes, attending rehabilitation
and the adoption of various lifestyle changes
following myocardial infarction. In studies of
non-insulin dependent diabetic patients,
Hampson and colleagues have shown that per-
sonal models of diabetes are related to dietary
self-management and to exercise adherence
but not to the more medical aspects of control,
such as blood glucose testing and taking med-
ication (Hampson, 1997). Similarly, prospec-
tive studies of patients following first-time
myocardial infarction (MI) have found that
specific illness perceptions are predictive of
different post-MI behaviours. Attendance at
rehabilitation, which is prescribed for all
patients, was predicted by the strength of their
belief in the cure/control of their MI (Cooper,
Lloyd, Weinman & Jackson, 1999; Petrie et al.,
1996) whereas return to work depended more
on the extent to which the patient saw their MI
as having less serious consequences (Petrie
et al., 1996). However, a number of studies have
failed to show direct relations between illness
perceptions and adherence levels, and have
forced researchers to search for more specific
cognitive predictors, focusing on beliefs about
treatment. There is a small body of earlier work
that has examined people’s beliefs about med-
icines and the ways in which these could influ-
ence adherence (Britten, 1994; Conrad, 1985;
Donovan & Blake, 1992; Morgan & Watkins,
1988). The negative beliefs about medicines
identified in these studies appear to be com-
mon across several illness and cultural groups
and include worries about the possible harm-
ful effects of medicines and about long-term
dependence on them.

More systematic recent research by Horne
and colleagues (Horne, 2003; Horne, Weinman
& Hankins, 1999) indicates that four ‘core
themes’ or factors underlie commonly held
beliefs about medicines. Factor analysis of a
pool of belief statements revealed two broad
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factors describing people’s beliefs about their
prescribed medicines: their perceived necessity
for maintaining health (specific necessity) and
concerns based on beliefs about the potential
for dependence or harmful long-term effects
and that medication taking is disruptive (spe-
cific concerns). Two factors were also found to
describe people’s beliefs about medicines in
general. The first relates to the intrinsic prop-
erties of medicines and the extent to which
they are harmful, addictive substances (general
harm), and the second comprises views about
whether medicines are overused by doctors
(general overuse).

People’s views about the specific medication
regimen prescribed for them were more
strongly related to adherence reports than were
more general views about medicines as a
whole. Moreover, an interplay was found
between concerns and necessity beliefs, which
suggests that people engage in a risk–benefit
analysis and consequently attempt to moderate
the perceived potential for harm by taking less.
Patients with stronger concerns based on
beliefs about the potential for long-term effects
and dependence reported lower adherence
rates, whilst those with stronger beliefs in the
necessity of their medication reported greater
adherence to medication regimen (Horne,
2003; Horne et al., 1999). This research also
showed that, although illness perceptions can
explain variance in adherence, they may play a
more important role in determining treatment
beliefs. For example, in a study of factors influ-
encing adherence to prevention medication,
stronger beliefs about the necessity of taking
this treatment were found in patients who
perceived their asthma as a more chronic
condition with more negative consequences
(Horne & Weinman, 2002).

Another consistent determinant of adher-
ence behaviour is the affective state of the
patient. Negative affect, particularly depres-
sion, has been shown in a meta-analysis to be
associated with lower levels of adherence to a
wide range of treatments (DiMatteo, Lepper &
Croghan, 2000). There are a number of ways in
which depression could exert an influence on
adherence behaviours. The negative cognitions
associated with depressive states may well

generalize to patients’ beliefs about their illness
and treatment. Hence, in those with a physical
illness, and who are also depressed, illness may
be perceived as less controllable and with more
negative consequences. Similarly, medications
may also be perceived as having more negative
side effects or as less potentially efficacious, as part
of the generalized hopelessness experienced in
depression (DiMatteo et al., 2000).

Interventions to Improve Adherence

The evidence that low rates of adherence are so
widespread in health care at all levels from
primary prevention to treatment for chronic
conditions has provided the impetus for the
development of a wide range of interventions.
Many of the earlier attempts were predomi-
nantly information-based and sought to
improve adherence by increasing patient
knowledge and understanding. Although these
achieved some small positive effects, they were
generally of limited impact since behaviour
change is very unlikely to be activated by infor-
mation provision. Hence a range of other
methods has been developed, and these have
been described and evaluated in a number of
reviews and meta-analyses (e.g., Haynes et al.,
1996; Kok, van den Borne & Dolan Mullen,
1997; Macharia, Leon, Rowe, Stephenson &
Haynes, 1992; Mullen, Green & Persinger,
1985; Roter, Hall et al., 1998). These studies
have varied considerably in the nature of the
intervention, the patient group and the study
design. Roter, Hall et al. (1998) have grouped
these interventions into four broad categories
as follows.

Educational

These interventions are primarily concerned
with the provision of information to increase
the knowledge of the patients about their
treatment and/or their illness (e.g., Barth,
Campbell, Allen, Jupp & Chisholm, 1991;
Gonzalez-Fernandez, Rivera, Torres, Quiles &
Jackson, 1990). The information in these
interventions has been provided in a number
of differing formats (e.g., spoken, written,
audiovisual) and has been presented in a range
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of ways (e.g., one-to-one, groups, by mail or
telephone etc.).

Behavioural

These interventions are characterized by their
use of basic behavioural principles (e.g.,
Grady, Goodenow & Borkin, 1988; Tucker,
1989). Thus they have been designed to work
by targeting, shaping or reinforcing adherence
behaviours to either ensure their adoption or
increase their frequency. A range of approaches
has been tried including the use of goal setting,
financial rewards, contracts, skill building and
behavioural modelling. As with the educational
approaches described above, the behavioural
interventions have been presented in a number
of ways and contexts.

Affective

The affectively based methods comprise a
range of approaches which attempt to influ-
ence by way of appeals to the patient’s emo-
tions or by involving their social networks,
particularly by using their social supports ( Jay,
DuRant, Shoffitt, Linder & Litt, 1984; Kellaway
& McCrae, 1979). They include the use of
various counselling approaches as well as the
involvement of other family members to sup-
port the patient in their attempts to change
and maintain their behaviour. They have been
rarely used in isolation and are more com-
monly part of a broader intervention strategy.

Provider focused

Since it is now recognized that the behaviour
of the health care professional in the consulta-
tion can have considerable effects on the sub-
sequent affective, behavioural and health
outcomes for the patient (Stewart et al., 1995),
it is not surprising that approaches have been
developed to change clinicians’ behaviour in
order to improve patient adherence. These
typically involve specific training interventions
for doctors, nurses or pharmacists to increase
adherence through improved communication,
usually with clearer information and behav-
ioural instructions (e.g., Berger et al., 1990).

Thus they rely on changing clinicians’ behaviour
in the first place, using a range of training
methods and often with cues or reminders to
activate the learned skills at appropriate times.

In many adherence intervention studies these
approaches are used in combination to achieve
maximum effect, but there have been a reason-
ably large number of studies that have used
either educational or behavioural methods on
their own (see Roter, Hall et al., 1998). One
other important factor, which needs to be con-
sidered in categorizing adherence intervention
strategies, is the extent to which they are based
on a theory or model of adherence behaviour
as well as a theory of behaviour change. For the
most part, the interventions have not paid
much or any attention to the determinants of
non-adherence, and comparatively few take a
theoretically based approach to changing
adherence behaviour.

These interventions have been evaluated in
terms of their effects on a wide range of adher-
ence indicators and related outcomes with
mixed success. The Roter, Hall et al. (1998)
meta-analysis reveals a mixed pattern of efficacy
of the various categories, but the broad picture
is moderately optimistic since most types of
intervention produce at least weak effects on
adherence. No single type of intervention was
shown to be clearly stronger than any other type
but there is consistent evidence that those which
used a range of methods are more effective than
those which have a single focus. The overall
finding was that the most powerful interven-
tions included a blend of educational, behav-
ioural and affective approaches, a conclusion
similar to that found in an earlier review of
patient education programmes in chronic ill-
ness (Mullen et al., 1985). From a health educa-
tion perspective it is acknowledged not only that
people vary in their preferences for different
types of input but also that having a variety of
approaches is a good way of increasing and
maintaining learner interest (Green, Kreuter,
Deeds & Partridge, 1980).

The meta-analysis also showed that evaluat-
ing the efficacy of any intervention depended
very much on the type of outcome used.
Interventions generally had their strongest
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effects on indirect measures of medication use,
such as pill counts or refill records. Also, those
studies that used refill records showed bigger
effects than those relying on pill count mea-
sures, and that intervention effects on appoint-
ment making were consistently greater than
the effects on appointment keeping. Both of
these findings are taken to indicate the levels
of commitment reflected in these different types
of adherence indicator. Thus, while adherence
interventions may have quite strong effects on
patients’ intentions, a range of other factors
will ultimately determine the extent to which
intentions are translated into behaviours.

Implications for Communication

As with the approaches described earlier in this
chapter, there is increasing evidence that, in
order to improve patient adherence, commu-
nication needs to be tailored to make it per-
sonally salient to the individual patient. Hence
effective adherence interventions will not only
need to be multidimensional in their focus but
also need to take account of patients’ pre-existing
understanding and beliefs. One example of an
intervention that has done this successfully was
reported by Petrie et al. (2002), and was
described earlier in this chapter.

CONCLUDING COMMENT

The concept of effective communication has
now broadened from an earlier focus upon
patient satisfaction to one that incorporates
engaging patients in their care. Such a broad-
ening reflects a change in the political climate
towards a consumerist role for patients. It also
reflects the behavioural science evidence pre-
sented in this chapter, that to realize the bene-
fits of predictive and therapeutic medicine
requires communicating with patients from
diverse social and cultural backgrounds to
achieve an understanding commensurate with
the problem being faced. Achieving such
engagement requires specific communication
skills to elicit and to work with patient
representations as well as a broader appreciation

of the patient’s social and cultural context. The
challenge now is for health psychologists to
generate evidence to increase our understand-
ing of how representations of patients from
diverse social and cultural groups are most
effectively elicited and used in clinical consulta-
tions. This will form the basis for evidence-
based training of health care professionals.
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INTRODUCTION

As Goethe wrote: ‘Knowing is not enough, we
must apply. Willing is not enough, we must do.’
However, applications imply a body of knowl-
edge, composed of theories or models and/or
intervention principles and techniques that
can guide these applications. This implies that
applications can be approached from both a
theoretical and a practical perspective. While a
theoretical perspective is more universal and
can be a tool as well as an objective, it requires
a vast body of research concerning an orga-
nized set of hypotheses. In health psychology,
these kinds of research findings are frequently
absent. There are many successful intervention
programs that lack a theoretically sound and
effective explanation. Therefore, a chapter on
applications should work towards conse-
quences for research and theory development,
rather than present a descriptive list of practi-
cal successes. As a consequence, the first part of
this chapter, which focuses on health promo-
tion, describes research findings in different
settings, followed by conclusions and recom-
mendations for future research and theory

building. The second part of this chapter
considers psychological interventions in chronic
illness. In this case a model of intervention
(distinguishing aims, level and channel of
intervention) is used as the structure for the
description of specific examples of interven-
tions. Likewise recommendations for future
research and theory development are given at
the end of this section. A general conclusion
and discussion section completes the chapter.

HEALTH PROMOTION INITIATIVES

This section provides examples of successful
interventions aimed at promoting health behav-
ior, changing risk factors for disease and/or
reducing morbidity and mortality at a popula-
tion level. We have tried to present the state of
the art for health promotion in different set-
tings, including media-based health promotion
and community-based health promotion, as
well as health promotion at school, at the work-
site and in health care settings. At the end of this
brief review, we have formulated suggestions for
future health promotion programs.

11
Applications in Health Psychology:
How Effective Are Interventions?
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Media-Based Health Promotion

Mass media are a very popular and effective
mode of communication, which can influence
or motivate people to change. However, they
are often unsuccessful in producing long-term
health behavior changes when utilized alone
and without other supporting mechanisms
(Tones & Tilford, 1994). Therefore, it is sug-
gested that a combination of several different
methodologies be used in order to achieve
more enhanced results.

A study by Reid (1985), evaluating the
effects of a mass media style campaign on
smoking, illustrates its relative ineffectiveness
at producing such behavioral change when
used on its own. In 1984, the UK sponsored a
national No Smoking Day for 2 weeks, in
which there was wide newspaper coverage, and
radio and television slots devoted to the stop-
ping smoking campaign. As a consequence,
public awareness was very high. An evaluation
study among 4,000 smokers three months after
the campaign revealed that about 11 per cent
had tried to stop smoking, but only three out
of these 4,000 were successful ( following the
study) at the time of study. While this is an
older initiative, the results are still exemplary
for the effectiveness of mass media campaigns.

As a consequence, rather than mass media
being used in ‘splendid’ isolation, they should
be designed to support initiatives from health
organizations and community groups. More
specifically, they can be used to prepare a large
population for a health promotion interven-
tion. Such interventions can consist of self-
help materials or face-to-face contact. The
following study may illustrate the importance
of this comprehensive approach. During the
late 1980s a televised smoking cessation inter-
vention was broadcast for 20 days on the local
Chicago ABC station. Smokers who were inter-
ested in quitting received a self-help manual.
To prevent relapse within a few weeks without
additional intervention, researchers from
DePaul University conducted monthly follow-
up support groups for a year and provided
incentives to the participants. During the two-
year follow-up the abstinence rate of this
group was much higher (30 per cent) than the

rate of the participants who received no group
support (20 per cent) (Jason, 1998). Results
from another initiative, the Florida ‘Truth’
campaign, a teenage led anti-tobacco interven-
tion, support these findings. ‘Truth’ made use
of print and broadcast ads, teenage action
groups, school curricula, tobacco sales restric-
tions and a website. The campaign resulted in
increased knowledge of tobacco possession
laws in adolescents and in a significant decline
in teenage smoking during the first two years
of implementation. These results suggest that
media that are designed to attract the attention
of adolescents may have a significant impact in
combination with other methods (Perry,
2000).

In addition, as media reach the masses,
heterogeneity of the target population is an
important concern. As a consequence, tailor-
ing messages to the needs of different segments
of the population may prove to be a more
adequate strategy for intervention. Selecting a
specific segment of the population may be the
easiest way to reach this goal. From this per-
spective, there is an urgent need to evaluate the
differential effectiveness of media-based health
promotion campaigns. For example, the
COMMIT Program, a campaign which was
supported by the Canadian Ministry of Health,
failed to show any effect on quitting in heavy
smokers, but proved to be successful for mod-
erate smokers (Institute of Medicine, 2002).

Finally, the use of computer technology for
intervention development and delivery pro-
vides new perspectives on intervention, includ-
ing the use of internet sites related to health
promotion (an example is the Harvard Cancer
Risk Index, which provides cancer prevention
assessment and feedback: see http://www.your-
cancerrisk.harvard.edu); websites set up to sup-
port specific intervention programs (as in the
Florida ‘Truth’ campaign); computer-controlled
telephone counseling (Friedman, 1998); and
tailored interventions using computer-based
‘expert systems’ programs to match messages to
the individuals’ information needs (Dijkstra, De
Vries, Roijackers & Van Breukelen, 1998;
Emmons, 2000). Moreover, a combination of
these methods could provide a powerful inter-
vention strategy for health promotion, but to
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our knowledge there is no published health
promotion project that has made use of all these
new assets.

Community Health Promotion

The increased awareness that the modification
of risk factors and associated lifestyles could
influence morbidity and mortality at a popula-
tion level gave an impetus to community-
based health promotion programs. In a first
generation of programs there was a concentra-
tion on isolated risk factors, such as unhealthy
diet, physical inactivity or lack of medication
compliance, without documenting whether
modification of the risk factor had beneficial
effects on morbidity or mortality (Blackburn,
1972). A second generation of programs,
which appeared in the 1970s, is characterized
by the belief that several risk factors have to be
tackled simultaneously in order to influence
(cardiovascular) disease outcomes. Examples
of these multifactorial trials are the OSLO
Study and MRFIT. In both studies large male
high-risk populations were selected on the
basis of a screening for coronary risk factors
(cholesterolemia, hypertension and cigarette
smoking). In both cases health education and
behavior modification strategies were offered
to influence health behaviors that are related to
these risk factors (such as smoking, unhealthy
diet and lack of medication compliance). The
evaluation of the OSLO Study showed impres-
sive results with respect to cholesterol, smok-
ing and consequent cardiovascular morbidity
and mortality. The MRFIT Program, on the
other hand, was successful in the modification
of risk factors but failed to influence cardiovas-
cular endpoints (Van Elderen & Kittel, 1993).
Third-generation programs focused primarily
on the population at large rather than on
selected high-risk groups. However, they were
still characterized by a (cardiovascular) disease
prevention perspective. Key programs are the
Finnish North Karelia Project and the Stanford
Three Community and Five City Projects, and
more recently the Pennsylvania County Health
Improvement, the Pawtucket Heart Health and
the Minnesota Heart Health Programs. These

programs have been described extensively
elsewhere (Taylor, 2001; Tones & Tilford,
1994), but the most important conclusion is
that they have the potential to change risk
factors and related health behaviors at a popu-
lation level. With the exception of the North
Karelia Project, however, which produced
impressive results, the programs failed to show
long-term effects on (cardiovascular) morbidity
and mortality. Studies of community programs
which were developed in relation to other
targets, such as cancer prevention, show com-
parable results (Hancock et al., 1997). Hancock
and colleagues (1997), who reviewed methods
and outcomes of six community programs
related to cardiovascular disease and seven
related to cancer, come to the following con-
clusions. With regard to the method aspect,
they state that while the advantages of com-
munity action are potentially high, published
evaluation studies do not meet proposed criteria
for rigorous evaluation. Although several pro-
grams do show effects in terms of behavior
change, this cannot be attributed to specific
interventions, due to a lack of process evalua-
tion. Finally, due to political pressure, there is
not enough investment in the development,
pre-testing and evaluation of these programs.
With respect to outcomes, they make several
observations. First, there is a need for practi-
tioners (and policy makers) to accept that the
gains in public health will be small, and that it
requires a lot of time before effects in end-
points may appear. Second, the population size
must remain manageable (somewhere between
6,000 and 20,000 would be ideal). However, it
should be noted that most studies were con-
ducted within far larger communities. Third,
interventions should focus not only on the
most difficult behavioral targets (e.g., smoking
cessation) but also on easier or more accepted
targets (e.g., solar protection). Fourth, many
studies offered very narrow interventions.
More variability and flexibility in approach
would be more appropriate. Finally, many pro-
grams relied on major external funding.
Interventions that use existing community
resources will not only increase financial viabil-
ity, but also enhance community ownership of
the problem. The authors suggest that the
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community should also be involved in the
evaluation of the programs.

These last remarks may be vital for future
community health promotion programs. Most
programs are initiated and financed by exter-
nal parties, such as for study purposes, and are
therefore discontinued at a relatively early
stage. O’Loughlin, Renaud, Richard, Sanchez-
Gomez and Paradis (1998) investigated the
factors related to the perceived sustainability of
189 heart health promotion interventions
initiated by a public health department or
research initiative and implemented in a vari-
ety of organizations in Canada. Overall about
44 per cent of these 189 interventions appeared
to be very permanent. Independent correlates
of perceived sustainability included: (1) the
intervention used no paid staff, (2) the inter-
vention was modified during implementation,
(3) there was a good fit between the local
provider and the intervention, and (4) there
was the presence of a program champion.
Consideration of these remarks could impor-
tantly increase the effects of community-based
health promotion programs.

Health Promotion at School

Schools can be considered as one of the most
important settings for health promotion, since
young people can be encouraged to adopt
healthy lifestyles and avoid the uptake of
unhealthy behaviors at an early moment in life.
This is important for at least two reasons. The
first is that the longer people have adopted an
unhealthy lifestyle, the more difficult it is to
change it. The second is that some lifestyles
may already have irreversible health conse-
quences relatively early in life. Among the
many behaviors that have been the focus of
school-based health programs, the following
have received the most attention: behaviors
related to unintentional injury; abuse of
tobacco, alcohol and other substances; safe sex
in relation both to pregnancy and to sexually
transmitted diseases such as HIV; healthy
nutrition; and physical exercise.

Health promotion in schools has a long
history. During the first stage of school health

promotion, the focus was primarily on hygiene,
in an effort to prevent infectious diseases from
proliferating. Moreover, health promotion was
utilized to facilitate an overall healthy lifestyle
and increase physical activity. During the
second stage in the 1970s, health promotion
programs aimed to prevent the development
of risk factors, increase safety behaviors, and
reduce behaviors related to substance abuse
(especially smoking) and obesity. These pre-
ventive programs were usually directed at a
single behavior problem and were mostly
school and instruction based. In the 1980s a
third generation of programs provided a shift
towards health promotion programs that
focused on lifestyle rather than on isolated
behaviors.

These programs were accompanied by
home-based and mass media approaches and
based on psychological models. One of the ear-
liest examples of a third-generation program is
the Life Skills Training program, which took a
competency enhancing approach to substance
abuse prevention. It focused on the develop-
ment of broad-based coping skills over a period
of three years, namely from seventh through
ninth grade. During the first year, 15 sessions
were offered. Topics covered were: decision
making, resisting advertising techniques, stress
management, communication skills, social
skills and assertiveness. Fifteen reinforcement
sessions were offered during the eighth and
ninth grades. The program, which was offered
by good role models, became widely dissemi-
nated and proved to be effective in preventing
substance abuse, including problem drink-
ing, cigarette smoking and marihuana use.
Assertiveness, self-esteem and negative attitudes
towards unhealthy behaviors increased, while
social anxiety, external locus of control and sus-
ceptibility to social pressure decreased (Botvin
et al., 1992). This program showed that a more
general intervention approach, focused on
various addictive behaviors and based on psy-
chological models, may bring forward broad
effects. Many other programs have since profited
from these findings.

The Know Your Body program is an exam-
ple of a more recent skill-based program
designed to promote healthy behaviors and
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prevent risk behaviors from preschool education
through grade six (Resnicow, Cross & Wynder,
1993). The program focuses on a wide scope of
health issues related to various forms of sub-
stance abuse, exercise, nutrition, hygiene, dis-
ease and injury prevention, growth and
development, social relationships and environ-
mental health. It also includes many extra-
curricular activities (e.g., walks and healthy
food-tasting parties) and invites the participa-
tion of other peers, parents and community
members. The program is very flexible as it can
be adapted to the schools’ needs and resources
and can also be integrated in a wide variety of
subject areas. The effectiveness of the program
was evaluated by means of a quasi-experimental
research design and proved to have significant
effects on a variety of outcome measures,
including blood pressure, smoking and HDL
cholesterol, which have been identified as the
main risk factors for coronary heart disease.
More recent programs such as the Seattle
Social Development Project (Hawkins,
Catalano, Kosterman, Abbott & Hill, 1999) also
highlight the importance of the social environ-
ment and the social context in youth and ado-
lescent health promotion initiatives. This
multicomponent project consists of continu-
ous interventions from first to sixth grade in
18 urban, public elementary schools. The
intervention aimed to increase social bonds
between children, family and the school and
consisted of: (1) teacher training in classroom
management, interactive teaching methods
and cooperative learning; (2) social compe-
tence training for the children; and (3) parent
training to increase skills for promoting school
achievement and to prevent substance abuse.
At age 18, adolescents who had been exposed
to the intervention during the whole primary
school period reported less involvement in
violence, sexual intercourse and heavy drink-
ing (but not in other forms of substance
abuse), as well as a higher commitment to
school and better academic achievement, than
a comparable control group.

These results show the importance of com-
plementary interventions, which focus on the
social context and environment, for interven-
tions directed at health behavior changes at an

individual level. Data from the Tobacco Policy
Options Program pointed in the same direc-
tion. This program aimed at reducing teenage
access to tobacco from stores and vending
machines by means of a community action
team. It resulted in policy changes in the com-
munity related to tobacco access. This approach
proved to bring about a significant reduction in
teenage smoking over the three-year period of
intervention (Forster et al., 1998).

As a consequence, the state of the art sug-
gests that comprehensive programs that are
based on psychological theory, are supported
by out-of-school activities to create a bond
with the family and the community, and are
offered over a long period, are the most effec-
tive (Orlandi & Dalton, 1998).

Health Promotion at the Worksite

The promotion of wellbeing, health and safety
at the worksite has a long history which can be
characterized in a series of stages (Goldbeck,
1984). During the first stage, interventions
focused on the quality of the product and
physical aspects of safety. For example, a smok-
ing ban was introduced in the food industry in
order to prevent contamination of the prod-
ucts and in the petroleum industry in order to
prevent fires and explosions, but not because
smoking harms the individual. During the
second stage, in the 1960s, there was growing
attention to the wellbeing and health of man-
agers. As a consequence, stress management
and/or physical fitness programs were offered
to this specific group. For the other employees
at best only existing safety measures were
expanded to promote individual safety. During
the third stage in the 1970s, the concept of dis-
ease and accident prevention became central:
the reduction of recognized risk factors (such
as smoking, hypertension, high serum choles-
terol or unsafe behaviors) was the focus of a
range of interventions that consisted primarily
of behavioral advice following screening pro-
cedures. During the fourth stage in the 1980s,
total ‘wellness–health’ promotion programs
were introduced. These programs recognized
the interrelation between these two concepts,
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and were offered to all employees instead of
specific subgroups. Furthermore, health pro-
motion, instead of disease prevention, was the
ultimate goal. Two frequently cited examples
of such programs are the Johnson and Johnson
Live For Life program and the Data Control’s
Stay Well program. These American programs
were designed to improve wellbeing and health
by promoting individual behaviors (including,
e.g., smoking cessation, weight control, physi-
cal exercise, stress management, improved diet
and nutrition, reduced alcohol consumption
and blood pressure control) and changes in the
working environment to support these behav-
iors (e.g., smoking bans, provision of space
and optimal conditions for physical exercise,
changes in food and alcohol supplies) (Cataldo &
Coates, 1986). The effects of these programs
were evaluated by means of quasi-experimental
designs. Following one year, the findings indi-
cated more favourable changes in the experi-
mental Johnson and Johnson sites, which were
exposed to the Live For Life program, with
respect to the percentage of employees above
ideal weight, physical exercise, blood pressure,
cigarette smoking, and self-reported sick days.
At the two-year follow-up, the program had a
significant positive impact on exercise, physical
fitness, and cigarette smoking. A three-year
evaluation period was used to assess the effects
of the program on self-reported absenteeism.
Results indicated that the impact of the pro-
gram on absenteeism was restricted to lower-
income employees. A health care cost analysis
of the Live For Life program indicated that
inpatient costs for the experimental groups
rose at a significantly lower rate than in the
control groups. Evaluation of the Stay Well pro-
gram showed comparable results (Wilbur,
Hartwell & Piserchia, 1986).

Nowadays, a fifth stage can be observed in
worksite health promotion (WHP) programs,
especially in Europe, Canada and Australia.
Besides interventions focusing on lifestyle and
health risk of employees, the fifth-stage WHP
programs intervene on quality of work aspects,
which may be the real cause of problems in the
area of wellbeing, health and safety. In this view,
the workplace is recognized both as an impor-
tant target (Wilson, Holman & Hammock, 1996)

and as a determinant of health (Harden, Peersman,
Oliver, Mauthner & Oakley, 1999). The improve-
ment of working conditions is assumed to enhance
wellness and health. In several countries in
Europe, legislative guidelines concerning health
and wellness at the worksite have stimulated this
development. To give an example, in Norway
and Sweden the Work Environment Act empha-
sizes that work conditions must permit the
employee to influence his or her working situa-
tion. The work must also be organized to allow
the development of competence, social contacts,
and the ability to make decisions. In the
Netherlands the Dutch Labor Act defines simi-
lar healthy work conditions.

One of the first representatives of the fifth
stage is the Brabantia Project, named after a
Dutch household products manufacturer
where the program was implemented and eval-
uated. The project was evaluated by means
of a quasi-experimental pre-test/post-test
control group design with repeated measures.
Interventions directed at lifestyle and working
condition changes were implemented in the
experimental site. Two other comparable
Brabantia sites formed the control group. The
control group received no intervention, but
also completed the pre-test and a series of post-
tests administered one, two and three years
after the pre-test. In addition absenteeism data
were gathered during the whole period of inter-
vention. During the first year of intervention,
activities were mainly targeted at lifestyles,
including physical exercise, healthy nutrition,
alcohol and drug consumption, smoking
behavior, stress and pain. Interventions directed
at working conditions or quality of work were
implemented during the second and third
years because a longer period of preparation
is required for these interventions (Maes,
Verhoeven, Kittel & Scholten, 1998). On the
basis of a wellness risk assessment, an auto-
nomous group of workers was established for
each production unit and given authority over
the entire production process, from collection
of raw materials to delivery of the product to
the sales department. This implied additional
tasks for the workers such as initiating work
orders, arranging supply and transport of raw
materials and finished products, calculating
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hours spent on tasks, and performing quality
checks. In addition to this greater variety of
tasks, rotation of tasks became possible. Inter-
ventions at the individual level directed at
lifestyle changes, which were introduced during
the first year of intervention, brought about a
favorable change in health risk at the first post-
test. However, the initial effect on health risk
disappeared at the second post-test, which
illustrates the need for continuous and more
extensive intervention to produce long-lasting
effects on health outcomes. Furthermore, the
program had favorable effects on working con-
ditions, including psychological demands, con-
trol and ergonomic conditions, as well as on
absenteeism.

In conclusion, in contrast to the American
fourth-generation WHP programs, the Brabantia
Project emphasized the organization and con-
tent of work rather than lifestyle. Therefore, it
is not surprising that the project had the
strongest and most enduring effects on per-
ceived working conditions and absenteeism.
The American fourth-generation programs
focused more exclusively on a healthy lifestyle
and health risk, and therefore tend to score
better on health-related variables. It seems that
the positive effects that these programs have on
outcomes such as absenteeism are achieved
through a different pathway. A combination of
both approaches may produce superior and
more sustainable effects.

Health Promotion in Health
Care Settings

From a cost-effectiveness point of view, it is sur-
prising how many existing health care services
remain unused as a source of health promotion.
In particular, primary health care physicians or
nurses and basic health services could play an
important role in health promotion. The
INSURE/Life Cycle Preventive Health Services
Study (Logsdon,Lazaro & Meier, 1989) was one
of the first comprehensive trials which
demonstrated the possible cost- effectiveness of
this approach. The American study was set up in
order to determine the possibility and cost of
providing preventive health care through

primary health care physicians. The intervention
comprised a combination of regular medical
check-ups and X-ray examinations with patient
education and counseling for behavioral risk
factors. The study used a controlled design and
involved 5,000 patients, who were seen by 74
physicians from five group practices. Data from
a three-year feasibility study revealed that costs
were controllable and showed several interesting
effects: 17 per cent of the patients who smoked
quit smoking as a consequence of the INSURE
intervention; 33 per cent of the previous seden-
tary patients reported to have increased exercise
levels one year after their INSURE check-up; 43
per cent of the patients lost weight; 22 per cent of
those initially not wearing seat belts reported
they were now using them; 53 per cent of the
women who did not do breast self-examinations
before the intervention now did so; and 35 per
cent of the chronic drinkers reported to have
decreased their alcohol consumption. The yearly
average cost of the INSURE examination was $73
per person and the average utilization by patients
was 38 per cent.

However, not all trials were equally success-
ful. Ashenden, Silagy and Weller (1997) pub-
lished a systematic review on the promotion of
lifestyle changes in primary care. This review
examined how effective lifestyle advice offered
by primary health care physicians influenced
patients’ behavior related to smoking, alcohol
consumption, diet and exercise. The review
includes 23 trials for smoking, six for alcohol
consumption, 10 for dietary behavior and six
for exercise. Two hypotheses were examined:
(1) that provision of advice is more effective
than no advice; and (2) that intensive advice is
more effective than brief advice. For smoking
the first hypothesis was supported, but no sig-
nificant difference was found between intensive
and brief advice. Because of the small number
of trials on the other three behaviors, only the
results for the first hypothesis are reported
here. It appears that advice can be effective for
alcohol consumption, and that this benefit can
be detected at a biochemical level. For dietary
behavior, no conclusions could be drawn
because of the wide variety of outcome mea-
sures used in the different studies. For exercise
there is evidence that advice may have an effect
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on self-reported exercise levels. Notably, all
changes were small. The authors conclude: ‘that
at present there is insufficient evidence to war-
rant a mass population approach to health
checks and lifestyle advice in a general practice
setting’ (1997: 173). However, even if the effects
are small at a population level, the absolute
number of people who would change their
health behavior might be substantial if an
INSURE-like program were to be offered
throughout the Western world by all primary
health care settings. Indeed, primary health
care professionals see large parts of the popula-
tion on a regular basis and are seen as credible
agents of change. However, many of them seem
to lack time and/or motivation to engage in
health promotion initiatives (Bowler &
Gooding, 1995). This is at least partly due to
the fact that the main cost of preventive inter-
ventions is not covered by (national) health insur-
ances, but also because the role of physicians and
nurses as health agents, in the real sense of the
word, will require a change in the mentality of
the population, the health professionals, and
policy makers.

Conclusion and Discussion

Health promotion initiatives in all these set-
tings have proven to be successful in creating
health behavior change and/or risk factor
reduction and to have the potential to influence
morbidity and mortality at a population level.
In the beginning, the focus of initiatives was on
disease prevention rather than on health pro-
motion. The programs aimed at changing iso-
lated behaviors (e.g., smoking, exercise or diet)
that were narrowly linked with proven risk
factors for a specific disease. As these programs
did not prove to be very successful in influenc-
ing disease outcomes and mortality at a popu-
lation level, a change in strategy followed
during recent decades. This development can
be described in terms of the following trends.
First, program developers realized that
unhealthy behaviors do not exist in isolation,
but are linked to other behaviors, which consti-
tute a lifestyle. As a consequence, interventions
became more comprehensive, focusing for

example on the prevention of substance abuse
rather than on smoking (Botvin et al., 1992) or
on an even wider variety of behavioral targets
(including smoking, weight, physical exercise,
use of alcohol, diet and nutrition, and stress), as
for example in the Johnson and Johnson Live
For Life program (Cataldo & Coates, 1986).
Second, program providers were convinced that
programs had to be continued over a long
period of time in order to have substantial
and lasting effects. For example, in contrast to
earlier school-based health promotion pro-
grams, the Seattle Social Development Project
(Hawkins et al., 1999) was offered throughout
elementary school from the first to the sixth
grade. Third, a related insight concerned the
sustainability of programs, which was enhanced
by collaboration with the community. A
good example of this may be found in the
community-capacity building approach of the
Stanford Five City Project (Jackson, Altman,
Howard-Pitney & Farquhar, 1989). Fourth,
many earlier programs were conducted in a
social vacuum, focusing on individual health
behavior change. Recent successful health pro-
motion programs involve the community to
support and complement lifestyle changes.
School-based health promotion programs
which made use of community action, such
as the Seattle Social Development Project
(Hawkins et al., 1999) and the Tobacco Policy
Options Program (Forster et al., 1998), are
good examples of this trend. The Brabantia
Project, which focused on changes in the work
environment in order to improve quality of
work life, next to lifestyle changes, is an exam-
ple of this social ecological approach at the
worksite (Maes et al., 1998). Fifth, there is a
trend to combine levels and channels of inter-
vention in order to maximize effects. For exam-
ple, although media-based health promotion is
mostly unsuccessful in bringing about health
behavior change, Jason (1998) reports that a
combination of a mass media approach with
self-help material and support groups proved
to substantially cut smoking rates in the target
group. The Florida ‘Truth’ campaign, which
made use of broadcasts, teenage action groups,
school curricula, tobacco sales restrictions and
a website, is another example of a wide scope
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program which effectively reduced teenage
smoking (Perry, 2000).

There are however two other remarks to be
made which can further improve future health
promotion programs. The first concerns the
extent to which these programs are based on
sound psychological models for behavior
change. While many agree that the use of
appropriate theory should be part of the
design and evaluation of health promotion
initiatives (Green & Tones, 1999), this is not
always the practice. On the one hand, there are
initiatives which were also set up for research
purposes. These initiatives frequently involve
psychological expertise and are usually theory
based. For example, Botvin and colleagues
(1992) developed an effective program for the
prevention of teenage substance abuse based
on social learning theory. These programs tend
however to be smaller and often have problems
with sustaining the intervention over time and
disseminating them widely in the population
(Brunner et al., 1997). On the other hand,
there are broader initiatives which involve
simultaneous actions in several settings and
address large parts of the (general, school,
worksite or health care) population. Some of
these initiatives have explicit theoretical roots,
as for example the North Karelia Project and
the Stanford Three Community and Five City
Projects (Tones & Tilford, 1994), and are
mostly ‘demonstration’ projects set up by uni-
versity departments in cooperation with the
community. However, policy makers and/or
managers at broadcasting centers, schools,
worksites or health care institutions usually
participate in these larger initiatives. Psychologists
are thus seldom at the helm of these initiatives.
As a consequence, these programs make use of
mass media, and educational or medical
(including social epidemiological) expertise,
but seldom reflect the psychological knowl-
edge base concerning health behavior change.
It should be noted, however, that psychologists
have not been very active in cooperating with
other experts in this respect (Jason, 1998) and
that the diversity of psychological models that
can be applied to health promotion constitutes
another barrier. The health action model
analysis of the psychosocial and environmental

influences on health-related behavior is a good
illustration of the diversity of psychological
influences on health behavior (change) (Tones &
Tilford, 1994). As many health psychologists
tend to work only within one or a few para-
digms, which are relevant for these influences,
psychological knowledge is not very accessible
for other professionals, who would like to
address the full range of these influences. In
other words, psychologists have not put
enough effort into the translation and com-
munication of their knowledge base to other
professionals. The aforementioned Dutch
worksite health promotion program, known as
the Brabantia Project, was based on a set of
principles for intervention, which can be the
start of such a translation effort. The principles
are derived from a variety of theoretical per-
spectives in psychology, including operant
conditioning, associative learning, cognitive-
behavioral theory, social cognition, social
learning, and stage theories, and thus provide a
sound basis for an effective and integrative
approach to health behavior change (Lee &
Owen, 1985; Maes, 1990). Table 11.1 gives a
brief description of these principles. The inter-
ested reader is referred to Maes and Van
Elderen (1998) which describes them in
more detail. While these principles may seem
elementary, they are frequently violated in
existing health promotion initiatives.

A second remark concerns methodological
shortcomings. The effectiveness of interven-
tions should be judged in terms of the achieve-
ment of prior stated goals. In providing such
evidence, evaluation studies frequently suffer
from the typical errors known as type I error,
type II error, and type III error. Green and
Tones (1999) give a good description of the
relevance of these methodological require-
ments for the evaluation of health promotion
programs. Type I error occurs when inade-
quate use of control groups is made in ran-
domized controlled trials. However, for many
health promotion initiatives, it is not feasible
or even advisable to randomly allocate individ-
uals to experimental and control groups.
A more realistic perspective may be to ran-
domize institutions (such as schools, worksites
or health care centres), but in some cases, as for
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example in the case of community health
promotion programs, it may very difficult to
find adequate control groups. In addition, the
intervention may be hard to control in the
cases where the initiative comes from the com-
munity itself and contamination of the control
group is also likely to occur. Type II error
occurs when the research design fails to tap the
actual changes that are caused by the interven-
tion. While this can be due to lack of
measurement sensitivity, there are many other

sources that can cause this error. A common
problem of many intervention programs is
that they are too ambitious in the sense that
they set change goals that are hard to achieve,
for example changes in morbidity and mortal-
ity. These epidemiological changes mostly
require a very long time frame, which is pre-
ceded by a change in risk factors and health
behaviors, which are in turn preceded by
determinants of health behavior change like
changes in knowledge, context and efficacy
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Description of the principle

Behavior change is a dynamic process, characterized by at least
three stages: the decision to change, the initial active change and
the maintenance and generalization of the new behavior.
Different interventions are required for each stage

Behavioral change programs should be easily accessible, be
available to all and free. Environmental changes are thus
necessary to support programs

Small changes are more likely to be effective in producing
initial change. The goal of intervention should thus be close to
peoples’ current behavior and carry them stepwise to other
levels

People are more likely to persist in activities they find
enjoyable and interesting. Programs should be attractive and
integrate activities that counteract possible reductions in
wellbeing, which accompany the change

Health messages need to be specific and inform people
concerning how, when and where to act

Offering many alternative ways to achieve behavior change is
more successful

Behavior change should be supported by changes in
people’s immediate and distant environment, including
regulation and legislation

Existing social networks in various settings have an important
impact on individuals’ lifestyles. Individual behavioral change
should thus be complemented by social changes and
community action

If people make the decision to change themselves, they are
more likely to persist in it. Interventions should thus start from
personal goals or carefully plan a goal adoption process

Dependence on any particular place or person reduces the
individual’s capacity to continue the target behavior if the
situation alters. People should thus be involved in program
development, delivery and dissemination

Maintenance of behavioral change requires continuous
intervention. Interventions should thus not occur as single or
temporal events, but should be continuous

Principle

1 Behavior change occurs in stages

2 Appropriateness and convenience of settings

3 Setting realistic goals and shaping the process
of change

4 Intrinsic value

5 Soundness and specificity of information

6 Variety

7 Multiple levels 

8 Use of social networks

9 Choice and personal goals

10 Independence

11 Sustainability of interventions

Table 11.1 Principles of health promotian
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beliefs or skills. There are many authors who
plead for the formulation of realistic and
achievable goals (Hancock et al., 1997).
Another problem is that many programs aim
for general rather than relative effectiveness.
For example, a Canadian anti-smoking cam-
paign, the COMMIT Program, proved to be
effective for moderate smokers, but not for
heavy smokers (Institute of Medicine, 2002).
Finally, another common shortcoming that
will cause type II error is that the sample size is
too small to demonstrate statistically signifi-
cant differences (Hancock et al., 1997). Type III
error refers to rejection of program effective-
ness on the basis of inadequate program design
or delivery. To prevent this type of error it is
necessary to document and monitor program
delivery and implementation. However, this
type of information, usually referred to as
process evaluation, is seldom available in evalu-
ation studies.

PSYCHOLOGICAL INTERVENTIONS IN
CHRONIC ILLNESS

While health promotion initiatives tradition-
ally have a large population focus, psychologi-
cal interventions in chronic illness focus on
smaller, more specific patient groups. Many of
the principles that were described at the end of
the previous section can also guide the devel-
opment of psychological interventions for
patients with chronic diseases. Nevertheless,
most of the existing interventions are more
individual or clinical in nature, relying on
principles derived from stress management,
(cognitive) behavior therapy, rational-emotive
therapy, and other clinical intervention para-
digms. As a consequence, the theoretical base
for many of these interventions is more
derivative. In an attempt to structure the vari-
ety of interventions offered to patients with
chronic diseases, Maes (1993; see also Maes &
Van Elderen, 1998) developed a model that
makes a distinction between intervention
aims, levels and channels. As such three
different dimensions are discerned along
which an intervention can be located, namely:

(1) intervention aims (restoring or increasing
quality of life versus promotion of self-
management); (2) intervention level (the
patient, a group of patients or the larger phys-
ical and social environment of the patient); and
(3) intervention channel (direct face-to-face
contact between a psychologist and a patient, or
indirect interventions through for example
trained health professionals). The following
sections are based on these three dimensions.
All psychological interventions in chronic
disease are in principle directed at quality of
life, self-management or both, and the inter-
vention aims dimension is considered in terms
of these two forms.

Intervention Aims: Quality of Life
Interventions

Interventions that focus primarily on quality of
life aim at increasing the physical, psychological
or social wellbeing of the patient and his or her
immediate environment. These interventions
are designed to stimulate a process of adapta-
tion to or acceptance of the disease. More
specifically, these interventions are aimed at
reducing stress, pain, or problems related to the
performance of daily activities (including
work, leisure and household activities, as well as
activities related to social roles within the family).
These include physical training programs, stress
management programs, and interventions that
provide social support.

Various physical training programs are
offered to different groups of patients, inclu-
ding patients with coronary heart disease
(CHD) and chronic respiratory diseases. These
programs seem to have effects on quality of
life and wellbeing (as, e.g., a reduction of anx-
iety and depression) as long as patients engage
in physical training (Maes, 1992; Van den
Broek, 1995). Physical exercise, however, can
also have important effects on disease-related
outcomes. For example, meta-analyses have
indicated beneficial effects on morbidity and
mortality of physical exercise for patients suf-
fering from CHD (Maes, 1992), and show that
exercise reduces glycosylated hemoglobin
(HbA1c) and the risk of complications in
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diabetic patients (Boule, Haddad, Kenny,
Wells & Sigall, 2001).

Stress management programs include inter-
vention techniques such as cognitive restruc-
turing and relaxation, as well as coping skills
training and social support interventions. As
will be illustrated in this section, more elabo-
rate stress management programs not only
improve quality of life but can also affect dis-
ease progression and even mortality in patients
with cancer, CHD and HIV. An example of a
group intervention targeted at enhancing the
management of stress is ‘the hook’. This tech-
nique helps post-myocardial infarction
patients to gain control of their emotional
reactivity to daily stressors (Powell, 1996). It
was part of the Recurrent Coronary Prevention
Project, a 4.5-year clinical trial aimed at alter-
ing type A behavior, that had impressive bene-
ficial effects on the recurrence of myocardial
infarction (Friedmann et al., 1984). This cog-
nitive exercise was especially designed to pro-
mote a shift in basic beliefs and attitudes and is
a good example of cognitive restructuring. The
strategy consists of a group discussion around
three questions. A simple and straightforward
metaphor, that is a hook, was used to allow
participants to recognize a stressor as such and
to change their cognitions instantly instead of
changing the stressor. More specifically, when
starting the group session, participants were
asked to describe an incident in which they
became angered, irritated or impatient. At the
first question (‘What is behavior modifica-
tion?’), the general idea of cognitive change
was introduced. Participants worked inter-
actively with the therapist to come up with
answers and examples. The second question
(‘What is impatience/irritation?’) sensitized par-
ticipants to the type of stressors, small and
unexpected, that are likely to promote the
quick response of anger or impatience/irrita-
tion. At this point, the metaphor of ‘the hook’
was introduced to describe these responses. At
the third question (‘What can we do about
it?’), the alternative cognition of labeling a
stressor as a hook instead of an unfair situation
was used, thus neutralizing its arousal effect.
Patients in the trial reported that of all the strate-
gies they were being offered, ‘the hook’ helped

them most in reducing their irritabilities and
anger.

Besides cognitive restructuring, some forms
of relaxation are often used alone or in combi-
nation with other techniques in order to
enhance the management of stress and subse-
quently improve quality of life. Nowadays, there
is a wide span of relaxation techniques that can
be used either individually or in group programs
(Dixhoorn, 1998). Examples are progressive
muscle relaxation training, guided imagery,
meditation, biofeedback, and breathing tech-
niques such as yoga. Relaxation is widely recog-
nized as an effective intervention strategy for
hypertension (Johnston, 1992). An example of
a successful intervention program of which this
form of stress management is an important
ingredient (next to diet, physical exercise and
group support) is the Ornish Program for
reversing coronary heart disease. This program
proved to bring about lifestyle changes in
patients with coronary heart disease, paralleled
by a reversal of coronary atherosclerosis within
one year. Even more regression was noted after
four years, resulting in a significant improve-
ment in blood flow to the heart and thus in a
reduction in angina complaints, comparable to
that achieved after coronary artery bypass
grafting or coronary angioplasty. The stress
management component is based on hatha
yoga and includes stretching, progressive relax-
ation, breathing techniques, meditation and
visualization. Patients practice a combination
of these techniques at least 1 hour a day on the
basis of an audiocassette with a pre-recorded
program (Billings, 2000).

Coping is an important moderator of stress
in patients with chronic disease (Maes,
Leventhal & De Ridder, 1996). Therefore cop-
ing skills training may also help patients to
adjust to the stresses of illness and treatment.
For example, anticipation of hospitalization
for surgery and adjustment to limitations after-
wards may be difficult, especially for children.
In an attempt to reduce the distress that could
lead to short-term and long-term behavioral and
emotional problems, Zastowny, Kirschenbaum
and Meng (1986) developed a coping skills
training targeted at the child–parent dyad. The
intervention was based on the stress inoculation
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theory (Meichenbaum, 1975). One week prior
to hospitalization, both parents and children
were shown a videotape in which a frog puppet
described his rather positive experiences
during hospitalization. Next, they were given a
tour of the different units of the hospital.
While the children were given an opportunity
to play, the intervention focused specifically on
the parents. First they were presented with
videotaped lectures on the experience of stress
and the use of coping skills on a conceptual
level. They were explicitly told that deep
breathing and physical relaxation could help
reduce one aspect of the stress experience. The
other aspects of stress could be reduced by
going through the four phases of coping,
namely: (1) preparing for a stressor; (2) con-
fronting and handling a stressor; (3) coping
with feelings at critical moments; and (4) rein-
forcing oneself for successful coping. Parents
were invited to act as ‘coping coaches’, assisting
their children by demonstrating procedures
that would help them to reduce their own dis-
tress and by working together through a
preparatory booklet for high-stress points
during the upcoming hospitalization. Finally a
videotape was shown to illustrate the desired
kind of interaction, and parents were given a
handout summarizing their responsibilities as
coping coaches. Compared to a group of
child–parent dyads who received only infor-
mation about the positive and stress-reducing
effects of spending extra time with their
child in the week prior to hospitalization, the
coping skills training group showed a reduc-
tion of children’s self-reported fearfulness and
parents’ reported distress. Furthermore, there
were fewer maladaptive behaviors observed
during hospitalization, as well as less problem-
atic behaviours in both the pre-admission
week and the second post-discharge week.

Another group of interventions aimed at
improving quality of life can be characterized as
social support interventions. Social support has
the potential to buffer stress (Cohen & Wills,
1985). Interventions that aim to increase social
support may have important effects on patients’
psychological adjustment or quality of life.
There is a plethora of literature demonstrating
the beneficial effects of patient support or

discussion groups for various groups of chronic
patients, including rheumatoid arthritis patients,
cancer patients, myocardial infarction patients,
and epilepsy patients, among others (Taylor,
2001). However, it seems that not all forms of
social sharing with other patients are equally
beneficial. For example, patients who were
paired up with either a post-operative or a non-
surgical patient were shown to experience
significantly less anxiety than when they shared
a room with another pre-operative patient
(Kulik, Moore & Mahler, 1993). Therefore, even
more practical and low-cost interventions, such
as roommate assignment on the ward, can lead
to a reduction of patients’ pre-operative anxiety
levels by increasing the opportunity for social
support.

Some studies show that there is a beneficial
effect not only on adjustment but also on
recovery and mortality. The study by Spiegel,
Bloom, Kraemer and Gottheil (1989) is a well-
known example. In this study, which focused
on group discussion, metastatic breast cancer
patients were randomly assigned to a control
group and an intervention group. Weekly
group meetings were held during 1 year. These
meetings focused on problems that the
patients experienced and on ways to improve
their social relationships. At the end of the
intervention, the patients who received the
intervention reported better adjustment than
the control group patients. A 10-year follow-
up proved that the intervention also increased
survival rates. Results of another study (Fawzy
et al., 1993) pointed in the same direction. In
this study melanoma patients were randomly
assigned to a control group and an interven-
tion group that received six weekly 90-minute
sessions. The intervention was more compre-
hensive than the one offered in the Spiegel
study. Apart from group discussion, informa-
tional support was also provided (education,
stress management and coping skills). The
intervention proved to reduce psychological
distress and to alter immune function at six
months, and to increase survival at a six-year
follow-up.

Helgeson and Cohen (1996) conducted a
literature review on social support and adjust-
ment to cancer. They came to the conclusion that
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correlational studies suggest that emotional
support has the strongest association with
better adjustment. However, the effectiveness of
peer discussion groups is less convincing, since
educational groups providing informational
support appear to be at least as effective as peer
discussion. In a recent study, researchers from
Pittsburgh (Helgeson, Cohen, Schulz & Yasko,
2001) offered psycho-educational intervention,
a social support intervention, or a combination
of both interventions to three groups of early
stage breast cancer patients. A fourth non-
intervention group functioned as a control
group. Patients who had received the psycho-
educational or the combined intervention
reported less distress and higher levels of
adjustment than those who received the social
support intervention or belonged to the control
group. Ongoing research (Baum & Andersen,
2001; Helgeson et al., 2001) suggests that these
interventions not only have the potential to
improve psychological adjustment but also can
alter the immune status and disease course.

Effective interventions for enhancing the
management of stress in chronic patients seem
thus to entail a combination of different strate-
gies or components. The already described
interventions by Ornish (Billings, 2000) and
Helgeson and colleagues (2001) illustrate this
point. Another illustration of a comprehensive
intervention, targeted at restoring quality of
life using a combination of different strategies,
is a program designed to reduce anxiety and
depression in HIV-seropositive gay men after
their first diagnosis (Lutgendorf, Antoni,
Schneiderman, Iroson & Fletcher, 1995). Based
on those psychological factors that are likely
both to facilitate or mediate quality of life in
infected individuals and to be accessible to
intervention, a 10-week cognitive-behavioral
stress management (CBSM) group program
was primarily targeted towards enhancing
a sense of control, relaxation, effective cop-
ing strategies and adequate social support
resources. During these 10 weeks, participants
met twice a week, and attended one session in
which CBSM strategies were taught and one
weekly relaxation training. First, the partici-
pants were introduced to a cognitively based
model of distress and were subsequently

taught how to identify their personal and
frequently used distortions and how to refute
and replace them with more functional
appraisals of their HIV status. Second, mal-
adaptive coping strategies like denial and
substance use were identified and more direct
methods of coping to alleviate distress were
introduced, as well as assertiveness training.
Finally, the use of social support was empha-
sized through interaction with the group,
and the identification of possible sources of
social support and potential problems with
social support systems. In the weekly sessions
devoted to relaxation training, participants
learned progressive muscle relaxation and were
requested to practice relaxation at least twice
daily at home. Compared to a control group
including HIV-seropositive gay men, the men
who participated in the program showed no
increase in anxiety and depression after receiv-
ing the first diagnosis of their infection and
reported no decrease in either levels of social
support or adaptive coping strategies, in addi-
tion to an increase in immunological function-
ing. Interestingly, the amount of denial used as
a coping strategy at the end of the inter-
vention, as well as greater frequency of home
practice of relaxation during the 10-week pro-
gram, predicted better immune functioning
one year later. A slightly modified version of
the program was also offered to a group of
patients with early HIV infection but who
were still asymptomatic. Comparable results
to the first study were reported. Furthermore,
the use of active coping, planning and accep-
tance of the disease increased and these results
were paralleled by immune status changes.

These results show that a psychological
intervention with different components aimed
at maintaining sufficient levels of life quality,
despite challenging circumstances (the onset
of a debilitating disease and a shortened but
uncertain lifespan with a possible social stigma
attached to it), apparently had an impact on
psychological wellbeing as well as on the phys-
iological status of the patients.

Thus far, we have focused on interventions
that target increases in quality of life. We
will now devote attention to interventions that
target self-management.
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Intervention Aims: Self-Management
Interventions

Some intervention programs have a clear focus
on self-management in chronic patients.
Living with a chronic disease is a difficult task,
which frequently requires important lifestyle
changes and adherence to medical advice,
aimed at stabilizing or slowing down the pro-
gression of the disease or reducing undesirable
physical consequences and complications.
Influencing the progression of the disease or
preventing ‘things from getting worse’ is
defined in the literature as secondary preven-
tion. Preventing undesirable consequences and
complications, for example accidents in
epileptic patients or gangrene in diabetic
patients, is seen as tertiary prevention. From a
disease management point of view, required
behavioral changes may vary from disease to
disease, but include changes such as: (1) taking
medication or keeping appointments with
health care workers for various forms of diag-
nosis and treatment; (2) changing unhealthy
behaviors like smoking and excessive fat, salt,
sugar or alcohol intake; (3) adopting healthy
habits like physical exercise, taking regular
meals, maintaining normal body weight,
taking enough sleep, rest or relaxation; and
(4) engaging in a variety of self-management
behaviors like monitoring blood sugar, taking
sanitary measures at home and at work, avoid-
ing working with machines, driving a car or
swimming alone, and maintaining regular
exercise for arthritic hands and fingers.

Research has repeatedly demonstrated that
about half of chronic patients do not adequately
follow medical advice. Interventions to assist
patients to follow prescriptions for medications
can range from instructional pamphlets, work-
books, pill containers and telephone reminders,
to counseling and family therapy. Evidence sug-
gests that written information and counseling
are effective for short-term treatments. Effective
interventions for long-term medication treat-
ment appear to be complex and include various
combinations of more convenient care, informa-
tion, counseling, reminders, self-monitoring,
reinforcement, family therapy and other forms
of additional supervision or attention. Granted,

these techniques do influence the extent to
which patients adhere to medical advice with
respect to medication, but the improvements are
often not substantial (Haynes, McKibbon &
Kanai, 1996). Many health care workers seem
to be unfamiliar with the reasons for non-
adherence. Research has shown that adherence to
medical advice is not related to personal charac-
teristics such as age, gender, race, religion, educa-
tional level, income or personality characteristics.
Non-compliance is also not dependent on objec-
tive disease characteristics, such as the severity of
the disease or the nature and severity of symp
toms. Instead, whether people follow medical
advice or not is related to the nature and form of
advice and social support, illness perceptions,
comprehension of the advice and the treatment
plan, and characteristics of the provider–patient
relationship (Brannon & Feist, 1997).

In other words, faulty communication by
health professionals is one of the most impor-
tant sources of non-adherence. Unfortunately,
faulty communication seems to be the rule
rather than the exception. In a study by Phillips
(1996) about half of the 320 obstetrics and
gynecological patients that were questioned
reported that they were dissatisfied with the
care they had received. Complaints regarded
lack of sensitivity to the patients’ conditions,
evasion of direct questions, use of medical
jargon and lack of information provision. This
lack of attention for the patient may however not
be a deliberate attitude, but can be attributed to
a high workload (care requires time) or a lack of
skills training. Remarkably, Williams et al. (1997)
reported that only 16 per cent of a sample of
young medical doctors affirmed being taught
assessment of psychosocial factors. Doctors were
also shown to have a different (problem solving)
perspective from the patient. A study by Berry,
Michas and Gillie (1997) presented 16 categories
of information to both doctors and patients, and
asked them to rank these from one (not at all
important) to five (vital). A rank-order correla-
tion between the doctors’ and the patients’ rank-
ings showed no correlation (rho = 0.02). While
this difference can be explained by the fact that
patients and doctors have indeed different per-
spectives, medical curricula should pay more
attention to training in information provision
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and doctor–patient communication in order to
enhance self-management in patients.

It should be noted, however, that it is the
patient and not the health professional that is
ultimately responsible for adequate manage-
ment of his or her chronic disease. From this
perspective, terms like ‘compliance’ or ‘adher-
ence’ are concepts of the past, since they suggest
that patients must follow medical advice. Today,
the self-management of a chronic disease is a
more defendable intervention target. Many
types of self-management techniques have been
applied in interventions with chronic patients,
including self-monitoring, goal-setting, behav-
ioral contracting, shaping the process of change,
self-reinforcement, stimulus control, covert
control and cognitive restructuring, behavioral
assignments and modeling, or observational
learning (Bennett, 2000; Taylor, 2001). Self-
management programs for chronic patients
make use of a combination of these and other
techniques such as rational-emotive therapy or
training. At present, there are self-management
programs for a variety of chronic conditions
such as hypertension, coronary heart disease,
asthma, diabetes, rheumatic diseases and renal
failure. In a meta-analytic review of asthma
patient education, Bauman (1993) came to the
conclusion that self-management programs
produce stronger effects on psychological out-
comes, compliance and self-management skills
than traditional health education programs,
which are characterized by provision of informa-
tion only. Other meta-analyses of arthritis, cardiac
and diabetes education programs came to com-
parable conclusions (Brown, 1992; Dusseldorp,
van Elderen, Maes, Meulman & Kraaij, 1999;
Hirano, Laurant & Lorig, 1994; Mullen, Mains
& Velez, 1992). This illustrates the need for
behavioral expertise in the development and
implementation of programs for patients with
chronic disease, which goes beyond a traditional
instructional approach.

An example of a multicomponent self-
management programme is the Arthritis Self-
Management Program (ASMP) (Lorig & Holman,
1993). Designed as a community-based program
for mild to moderately severe patients, the
ASMP is aimed at improving health behaviors
and health status by increasing participants’

perceptions of arthritis self-efficacy and the use
of cognitive-behavioral techniques. The pro-
gram consisted of six weekly sessions of about
two hours, was guided by a manual, and was
delivered by pairs of lay leaders, most of whom
had arthritis themselves. During the sessions,
which were largely interactive, short informa-
tional lectures were given, along with group dis-
cussion, problem solving, role-plays and mastery
experiences. Furthermore, participants were
asked to set personal and realistic goals for every
forthcoming week in a written contract and
report back at the group on their achievements.
The receipt of feedback thus enabled participants
to monitor their progress, an important element
of self-management. In comparison to a group
of patients on a waiting list for the program,
participants showed improvements in arthritis
self-efficacy and health behaviors, and were signif-
icantly less depressed and exhibited a more
positive mood. One year later, similar effects were
reported, together with a decrease in pain and
increased visits to the primary care physician.

While this section differentiates between qual-
ity of life and self-management interventions, it
should be noted that most interventions in
chronic patients are psycho-educational or a com-
bination of both. The reason for this is probably
that both intervention strategies have the poten-
tial to produce beneficial effects on comparable
outcomes, but by different means, and that a
combination of these pathways is thought to
produce a stronger effect. For example, the large
majority of the 37 studies that were included in
a meta-analysis of intervention programs for
patients with coronary heart disease (and
showed important effects of these programs on
health behavior change, risk factor reduction
and mortality) offered combined interventions
(Dusseldorp et al., 1999). Likewise psycho-
educational interventions seem to have more
effects on adjustment of cancer patients than emo-
tional support groups (Helgeson & Cohen, 1996).

Intervention Level: The Individual
Patient, the Group and the Larger
Environment

Psychologists are mostly educated within an
intervention paradigm that supports the idea
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that effective interventions are rather intensive,
direct forms of intervention targeted at the
psychological problems of individual patients.
While this approach is certainly valuable in
some cases, the disadvantage is that it implies
doing a lot for a very small group of patients.
More indirect forms of intervention at a group
and environmental level are clearly called for, if
health psychologists are to make a significant
contribution to the care of chronic patients at a
population level. In other words, clinical health
psychologists must ‘go for the numbers’ rather
than for the most intensive or personally satis-
fying form of intervention. In line with this rea-
soning, there is a trend towards development of
programs for groups of patients and their part-
ners. Most of these interventions are based on
cognitive behavior or social learning theory
and make use of many of the above mentioned
self-management techniques. Such programs
exist in several Western countries for patients
suffering from diabetes, rheumatic diseases,
cancer, chronic respiratory diseases and coro-
nary heart disease (Bauman, 1993; Helgeson &
Cohen, 1996; Institute of Medicine, 2002; Lorig
& Holman, 1993; Van Elderen, Maes, Seegers,
Kragten & Relik-van Wely, 1994).

One such group intervention program is the
Dutch ‘heart and health’ program, which has
been developed for patients with coronary
heart disease (Van Elderen et al., 1994). The
program is offered to groups of about eight
patients and their partners during cardiac reha-
bilitation and consists of eight weekly 2-hour
sessions and two follow-up sessions. Each ses-
sion is devoted to a particular topic, selected on
the basis of an assessment of the specific needs
of the patient. During each session, patients’
questions related to the topic are answered.
During the second part of the session patients
and partners try, under the supervision of a
psychologist, to identify and change irrational
beliefs or thoughts, which can obstruct impor-
tant rehabilitation goals. Apart from positive
effects on patient satisfaction, the programme
has been shown to have beneficial effects on
smoking cessation, changes in diet and use of
medical resources (Van Elderen et al., 1994).

Psychologists frequently underestimate the
relevance of interventions on an environmental

level. Such interventions are sometimes
described as social engineering, because they
are aimed at modifying the home, work or
leisure environment of the patient so as to
facilitate normal functioning of the patient in
everyday life. Psychological expertise at this
level is of special importance for some patients,
such as those with rheumatic diseases, not
only because the screening of these patients’
environments requires some psychological
expertise, but also because acceptance of envi-
ronmental changes by patients and their
relatives may require psychological guidance
(Moos, 1988).

Interventions at the broader environmental
level also imply community-level interventions.
For example, Daniel and colleagues (1999) eval-
uated a community intervention based on
social learning theory, directed at diabetes con-
trol. The intervention that was offered to an
experimental community included television,
radio, and press coverage of program activities,
which in turn included physical exercise
classes, health events, cooking demonstrations,
information provision and diabetes support
groups. In comparison to two control commu-
nities, the intervention proved to have a bene-
ficial effect on systolic blood pressure, but not
on glycated hemoglobin (HbA1c). A combina-
tion of face-to-face and community interven-
tions may produce more important and
sustainable effects.

What is argued for is thus a combination of
various levels of intervention, including indi-
vidual or group-based interventions, alongside
social engineering and community-based
interventions. To our knowledge there is no
single program that addresses all these levels
of intervention, although this would almost
certainly enhance program effectiveness.

Intervention Channel: Direct versus
Indirect Interventions

Let us now look at the third dimension,
namely the intervention channel. Direct face-
to-face contact with a patient can be between a
patient and a psychologist or between a patient
and another health professional. From a
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psychologist’s point of view this latter form of
communication is indirect. Other forms of
indirect interventions involve the use of volun-
teers and of printed or audiovisual self-help
materials or computer-based communications.

As stated in the previous section, many
psychologists prefer direct psychological inter-
ventions, which they deliver themselves, rather
than indirect interventions. However, such a
preference is not defendable from a cost-
effectiveness point of view because intensive
face-to-face interventions are not the best type
of interventions for all patients. Some patients
may require less intensive intervention than
others. Furthermore, intensive interventions
do not necessarily produce superior effects.
For example, Lewin, Robertson, Cay, Irving
and Campbell (1992) demonstrated that car-
diac patients could profit from a manual (The
Heart Manual) given to them upon discharge
from the hospital by a trained nurse. Together
they assess what a good starting level for daily
physical exercise would be (a level that even on
a ‘bad’ day the patient would still be able to
perform, e.g., walk to the mailbox two blocks
away) for the six-week self-help intervention.
This program is based on the principles of
goal-setting and pacing (‘do what you plan,
not what you feel like’), cognitive restructuring
and relaxation training in order to foster a
renewed sense of control, self-efficacy and
realism or slight optimism about the future. The
manual addresses common misconceptions
and stress reactions related to the coronary
incident, introduces stress management tech-
niques, and suggests appropriate levels of activity
and physical exercise for various stages of
recovery. Guided by the structure of the man-
ual, patients are encouraged to do the physical
exercises every day both morning and evening,
to note down their progress with respect to the
physical exercises every evening in a fixed
schedule, and to read and fill out quizzes about
(mis)perceptions of their disease. They are also
encouraged to practice relaxation training by
listening to an audiocassette tape at least once
a day. Every other week the nurse phones them
at home and discusses their progress, motivat-
ing them to continue with the program. In the
Lewin et al. (1992) study, half of a group of 190

coronary heart disease patients received the
manual, while the other half (the control
group) did not. Both groups received similar
medical and psychosocial care. The experi-
mental group reported less anxiety and depres-
sion than the control group, even 1 year after
discharge. In addition, patients in the experi-
mental group made significantly fewer visits to
their general practitioner and were less fre-
quently readmitted to the hospital than
patients in the control group.

Recently, communication with patients also
includes computer-based interaction. Balas,
Jaffrey and Kuperman (1997) reported on the
effects of 80 clinical trials that made use of elec-
tronic communication with patients, including
computerized communication and various
forms of computer-based telephone contact
(e.g., for counseling, follow-up and reminders).
About two-thirds of these studies reported ben-
eficial effects regarding a variety of outcomes
related to preventive care, cardiac rehabilitation,
diabetes care and management of osteoarthritis.

An example of an intervention program that
was delivered indirectly by trained volunteers is
targeted at improving the quality of life of
elderly cancer patients with symptoms of
anxiety and/or depression while undergoing
chemotherapy (Mantovani et al., 1996). Prior
to the delivery of the interventions, these
volunteers had received both 40 hours of for-
mal training and 40 hours of supervision in
how to provide practical, informational and
emotional support to elderly cancer patients.
The distressed elderly cancer patients as well as
their partners received support for six hours a
week, divided into two or three sessions, while
still in hospital as well as at home, for the entire
period of their cancer treatment. During these
sessions, the primary aim was to transmit
positive feelings to patients and to assist
them emotionally, especially during significant
episodes of their medical treatment. Information
on the disease and its treatment was also given
and patients were assisted in practical matters
and invited to participate in recreational activ-
ities that could help them to take their minds
off worries about their disease. At the same
time, patients received psychopharmacological
treatment that was progressively reduced or
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completely withdrawn when symptoms of
anxiety and/or depression significantly sub-
sided. The intervention was administered by
volunteers and proved to be more effective in
improving pain control, functional status, psy-
chological distress and quality of life in general
than psychopharmacological treatment alone.
Furthermore, social support delivered by
volunteers combined with structured psycho-
therapy proved to be equally effective as the
social support alone in terms of the outcome
measures mentioned above. Therefore, from a
cost/benefit perspective, an inexpensive approach
of training volunteers may be preferred with
respect to these specific groups of patients.
However, it is good to keep in mind that the
effectiveness of this intervention in alleviating
distress is probably dependent on thorough
instruction and close supervision of volunteers.

These results indicate that indirect interven-
tions can have impressive effects. Another
advantage is that other health professionals,
including medical doctors, nurses, physiothera-
pists and dieticians, are also in a better position
to deliver psychological interventions (Swerrison &
Foreman, 1991). For example, while there is
little doubt that psychosocial care should be
offered as a component of cardiac rehabilita-
tion, the results of a European survey showed
important differences in the degree of involve-
ment of psychologists in cardiac rehabilitation
in different European countries (Maes, 1992). In
the Netherlands and Italy, psychologists are key
members of most cardiac rehabilitation teams,
but their involvement in cardiac rehabilitation is
negligible in Sweden, Finland, Denmark, the
United Kingdom and Switzerland. This does not
necessarily mean that psychosocial care is not
offered to cardiac patients in these countries,
but rather that other health professionals (e.g.,
nurses in the UK) play a more central role in its
delivery (Maes, 1992). As a consequence, health
psychologists need to learn how to assist and
empower others in the delivery of psychological
interventions in order to enhance patients’ quality
of life and self-management behaviors. Such
indirect intervention may involve training of
health personnel in psychological intervention
and communication skills, and psychological con-
sultation with other health professionals. There

are many examples of effective interventions
designed by psychologists but delivered by
others, including the Weight Watchers move-
ment. Weight Watchers, originally designed by
the American psychologist Stunkard, proved to
be an extremely effective weight reduction
program offered at a community level by lay
persons. Another example can be found in
health education and counseling programmes
offered to myocardial infarction patients during
and after hospitalization. Many of these pro-
grammes have been designed by psychologists,
although they are typically and effectively deliv-
ered by nurses and/or social workers (Van
Elderen, Maes & Van den Broek, 1994). In many
other contexts, as in the case of terminally ill
patients, regular health personnel will be
responsible for standard care, while psycholo-
gists may play a more distant advisory role.

In short, indirect interventions may vary
from developing materials, computer-based
programs or self-help courses for patients,
through teaching psychological principles and
methods to other health professionals, to
designing intervention programs and provid-
ing advice and training in face-to-face situa-
tions to both professionals and lay persons.
Some critics of indirect interventions have
argued that they imply ‘giving psychology
away’. As psychologists, we should instead be
proud to have so much to give.

Conclusion and Discussion

At the end of this section, the reader may be
convinced that psychological interventions
have the potential to reduce stress and to
increase quality of life in chronic patients via
various forms of stress management interven-
tions, including cognitive restructuring, relax-
ation, coping skills training and social support
interventions. On the other hand, there are
many intervention programs that are successful
in enhancing self-management knowledge and
skills in a variety of chronic patient groups,
including patients with CHD, cancer, chronic
respiratory diseases, arthritis and diabetes.
Furthermore, there is evidence that combined
interventions can have endocrinological and
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immunological effects, which can slow down
the disease process and thus have the potential
to influence morbidity and mortality, espe-
cially in the area of CHD, certain types of
cancer and HIV. A surprising trend is that the
pathways of change become more visible. For
example, a meta-analysis of 37 controlled
studies on psychological interventions in
patients with coronary heart disease showed
that these interventions achieved significant
reductions in risk factors and related health
behavior, as well as in recurrence of MI and in
mortality. Studies that had the most effect on
blood pressure, smoking and exercise also had
the strongest beneficial effects on MI recur-
rence and mortality. This suggests that a reduc-
tion of risk factors and related health behavior
can lead to more distant outcomes (Dusseldorp
et al., 1999). The studies by Ornish (Billings,
2000) further proved that a reduction of risk-
factor-related health behaviors results in a
reversal of coronary atherosclerosis. Studies
conducted at Miami showed that cognitive-
behavioral stress management techniques
offered to HIV-seropositive men result not
only in enhanced mood but also in a lower
production of excretion of stress hormones
and testosterone and a ‘better’ immune func-
tion (Baum, 2000). This suggests that interven-
tions that significantly reduce distress in
HIV-infected men also have endocrinological
and immunological effects. Finally, interven-
tions with breast cancer and melanoma
patients have shown effects on the immune
system and enhanced survival, even if the results
of some studies should be interpreted with care
(Baum, 2000). While there is still a long way to
go, the biological plausibility of the link between
psychological (behavioral and mood) effects
and morbidity and mortality is increasing.

Another conclusion concerns the fact that
psychological interventions do not address the
full scope at which they can be delivered. They
are frequently limited to individual and small-
group interventions delivered by psychologists.
As argued above, this approach should be com-
plemented by community-level interventions
and social engineering, and psychologists
should be more inclined to train others (includ-
ing health professionals and volunteers) in the

delivery of psychological interventions and to
develop self-help materials and computer-based
forms of patient education and communica-
tion. As Roberts, Towell and Golding (2001)
state, psychology should avoid an excessive pre-
occupation with individualism and build more
valid ecological models of human health. The
same authors also correctly point at the fact that
‘psychologists should be concentrating less on
providing justification for their professional
role in health care settings and more on working
with client groups so that they empower them-
selves’ (2001: 256). Their remark is valid not
only for client or patient groups but also for the
empowerment and training of other health pro-
fessionals. Health psychology and medical
psychology seem to have become different
worlds, but if clinical health psychologists are
not prepared to play a major role in the devel-
opment, training and advice of health profes-
sionals, they may seriously endanger the future
of their own discipline.

We would like to conclude with two
additional remarks. The first concerns the the-
oretical knowledge base for psychological
interventions with chronic patients; the second
concerns methodological remarks on evalua-
tion studies of interventions. While the theo-
retical knowledge base for health psychology is
growing, many interventions in patients with
chronic diseases do not rely on this knowledge.
Among the many examples, research on quality
of life in various patient groups is mostly
atheoretical, as is research on various forms of
rehabilitation, as for example cardiac rehabili-
tation. Yet, these areas rank among the most
researched areas in health psychology, and are
frequently cited as successful areas of interven-
tion. The consequence of this is that it is very
difficult to understand why some interventions
are effective and under which conditions. The
lack of a sound knowledge base has many
other disadvantages: as not only interventions
but also most measuring instruments (e.g., for
quality of life) do not reflect well-defined con-
cepts and/or relations in a theoretical frame-
work, it is very difficult to judge whether there
is a congruence between the intervention and
the way the outcomes are measured, which
seriously endangers the validity of the results.
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In other words, not only interventions but also
measures should be based on sound theory.
However, current models of health behavior
(change), such as the health belief model,
social cognitive theory, the theories of rea-
soned action and planned behavior, protection
motivation theory and the transtheoretical
model of change (Norman, Abraham &
Conner, 2000), may be too narrow or only par-
tially adequate for the design of interventions
in chronic patients. This is because they focus
on isolated behaviors, and on the adoption (or
initiation) of a new behavior rather than on
behavioral maintenance (Rothman, 2000).
Moreover, they reduce the influence of the
(social) environment on cognitive representa-
tions. Likewise, a limitation of the traditional
stress-coping models (Lazarus & Folkman,
1984) concerns the underlying assumption
that individuals cope in a reactive way with
stressful, disease-related or health-related
events. By focusing on the way the appraisal of
the stressor shapes coping behavior, these
models tend to overlook the effects of the indi-
vidual’s life goals on the meaning, the repre-
sentation of the disease and the selection of
coping procedures (Maes et al., 1996). Effective
applications may thus need new theoretical
frameworks, including behavioral mainte-
nance and self-regulation theory. Furthermore,
they should include models that put more
emphasis on the influence of the (social) envi-
ronment on behavior (Brownlee, Leventhal &
Leventhal, 2000; Carver & Scheier, 2000;
Maes & Gebhardt, 2000; Roberts et al., 2001;
Rothman, 2000).

The second remark concerns methodologi-
cal shortcomings of existing evaluation stud-
ies. While a lot of the intervention studies with
chronic patients are randomized controlled
studies, many of the control groups differ from
non-treatment control groups. Most control
group patients receive standard care, and it
should be noted that standard care has
improved substantially over time. For example,
in Dutch cardiac rehabilitation settings, it
became increasingly difficult to come up with
a psychological intervention that would prove
to be superior to standard care, since many of
these interventions became part of standard

care. As a consequence, evaluation studies
should offer an adequate description not only
of the intervention but also of the so-called
standard care, since this can differ substantially
from situation to situation, let alone from
country to country. The objectives of many
evaluative studies are often not well defined or
represent a narrow focus on possible outcomes
(many studies do not even assess risk factors or
physiological outcomes, let alone morbidity
and mortality outcomes). In addition, studies
should also assess relative effectiveness rather
than general effectiveness of a program, and
the sample size should be large enough to
demonstrate significant effects on risk factors,
morbidity and mortality. Finally, process eval-
uation, which documents and monitors pro-
gram delivery, should deserve more attention in
the future. This would provide information on
crucial questions, such as whether the psychol-
ogists, health professionals or volunteers who
delivered the program were adequately trained
and motivated to guarantee that the program
was delivered as intended.

In the next part, we formulate some over-
all conclusions and suggestions for further
research.

GENERAL CONCLUSION AND DISCUSSION

In conclusion, there can be little doubt that
health psychology interventions can have
important contributions to the area of health
promotion, disease prevention and adaptation
to and management of chronic disease.
Psychology provides a useful knowledge base
for various health promotion settings, includ-
ing the community, media-based health pro-
motion, schools, the worksite and health care
settings, which proved to be successful in
health behavior change, risk factor reduction
and/or a reduction in morbidity, mortality and
the use of health care resources. However, it
seems that only initiatives that combine or link
interventions in different settings have the
potential to influence all these outcomes.
Likewise, there is a lot of evidence demonstrat-
ing the effectiveness of quality of life (stress
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management and social support interventions)
and self-management interventions in various
chronic disease groups, including for example
patients suffering from CHD, HIV, cancer,
rheumatoid arthritis and diabetes. Beneficial
effects range, depending on the chronic dis-
ease, from stress reduction and psychological
adaptation to the chronic condition through
pain reduction, treatment adherence, and
adequate use of medical resources, to risk
factor reduction, endocrinological and immuno-
logical effects, biological regression or deceler-
ation of the disease process, and a reduction in
morbidity and mortality. Also here, a combi-
nation of interventions is mostly required to
produce (some of) these outcomes, and little is
known about the effective components of these
‘cocktail’ psycho-educational interventions.

A related statement concerns whether many
of the existing interventions are applications in
the real sense of the word. Applications require,
as mentioned in the introduction, a vast body
of knowledge to apply, or in other words also a
sound theoretical base. Most existing initia-
tives or programs are not based on such
knowledge. It has been argued above that this
is mainly because health psychologists are not
always at the helm of these initiatives and fail
to communicate their knowledge base to others.
In addition, we stated that existing models for
health behavior (change) (e.g., described by
Norman et al., 2000) may also be too narrow
for these applications, because they focus on
isolated behaviors, concentrate on initiation
of the change rather than on maintenance,
and reduce the impact of the environment to
cognitive representations.

Many methodological remarks have been
made in this chapter concerning evaluation of
health promotion initiatives and intervention
studies with chronic patients. However, one
stands out, referring to the fact that many exist-
ing evaluation studies seem to search for
answers to the wrong question, ‘Is this interven-
tion effective or not?’ Such a question reflects
the quest for the Holy Grail. It implies that there
is an effective intervention for all patients under
all circumstances or conditions at all times. The
question should rather be: ‘For which subgroup
of individuals is this intervention effective

(in comparison to other interventions and a
non-intervention), under what conditions, and
in which respect?’

The conclusions of both parts of this chapter
point at the necessity to develop intervention
programs, based on a sound knowledge base,
which are offered to large parts of the (healthy
or diseased) population for an extended period
of time. This requires (1) that decision makers
in this area are informed about health psychol-
ogy knowledge and competencies and (2) that
health psychologists are prepared to embark on
these initiatives in cooperation with many other
professionals. There is an apparent lack of dis-
semination of health psychology knowledge. As
far as we know there are no accessible shortlists
of advice or successes that can be sent to these
decision makers. The International Academy of
Education (a world-wide scientific organization
to promote application of educational research
findings) tackles this problem for the area of
education by publishing small booklets. The
booklets, which are widely disseminated all over
the world and can be downloaded from the web
(www.ibe.unesco.org/publications) thanks to
the contribution of the International Bureau of
Education, contain about 20 pages with princi-
ples, related research findings and advice for
applications on topics such as ‘teaching’, ‘tutor-
ing’, ‘preventing behavior problems’, ‘preventing
HIV/AIDS in schools’, ‘motivation to learn’ and
many others. A comparable initiative for health
psychology in cooperation with the World
Health Organization would help to put health
psychology on the decisional map in many
countries. Unfortunately, many health psycho-
logists are usually not keen enough to partici-
pate in these disseminating initiatives. They
frequently prefer to concentrate on the develop-
ment and/or evaluation of small-scale ‘feasible’
projects, which mostly focus on single targets.
While this may be defendable from a research
point of view, in the end these projects should
lead to cost-effective initiatives, which can be
implemented in our communities.

A related concern regards the fact that the bulk
of the existing health promotion research has
been conducted in a social vacuum with limited
attention to socio-political or regulatory factors.
With the exception of social support, the influence
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of the social context is underrepresented in most
health behavior or stress-coping models. Reviews
consistently stress the importance of partnership
with the community in order to address the
social factors in health behaviors, which imply for
example collaboration with community groups,
social service agencies and health care providers.
These forms of collaboration also imply that
interventions are based on needs assessment in
the community, rather than on experts’ opinion
or preference (Emmons, 2000). In other words,
interventions must be needed. However, for
many intervention projects, it is unclear how they
relate to the major problems within our health
care systems and communities, and as a conse-
quence they run the risk of not being adopted by
the community and/or of lacking the funding
they might deserve.

This community perspective also implies that
more attention should be devoted to subgroups
that are traditionally disadvantaged by our
health care systems. These include people with a
low social economic status (as low income is a
predictor of poor health), women (as morbidity
is higher in women than in men), the elderly
(since they represent a growing part of the pop-
ulation in Western countries with increasing
morbidity), and ethnic minority groups (with
whom communication through our health care
systems frequently fails because of cultural and
social barriers) (Taylor, 2001).

Another major concern is that people at risk
seem to become an increasing problem group
in our health care systems. While health psy-
chology concentrated traditionally on health
promotion in healthy populations or interven-
tions in diseased groups, the growth of medical
technology and education led to increased
identification of groups at risk for developing
health problems. Traditionally some health
risks attracted the attention of health psycholo-
gists, such as for example hypertensives or
obese people. Recently, the development of
gene technology led to the discovery and com-
munication of new risks, such as those for
developing breast cancer, blood diseases, neuro-
logical diseases and immune diseases. It is clear
that health psychologists can play an important
role in the development of screening pro-
cedures for such risks, including those in

communication or interventions that help
people to live with these risks.

This brings us to remarks regarding the
interface between psychology and medicine.
There is mounting evidence for the biological
base of (health) behavior and the biophysio-
logical consequences of a variety of behaviors
and psychological conditions, including stress.
From this perspective, it is difficult to under-
stand why many psychological interventions in
the area of health promotion, disease preven-
tion or treatment of chronic disease have rela-
tively isolated positions within medical care.

Collaborative interventions between psycho-
logists and other health professionals (Taylor,
2001) are required, which will increase not only
the relevance of the interventions, but also their
implementation in standard health care. To pro-
mote communication between various health
professions, health psychologists should have a
sound biological knowledge base concerning
this area of cooperation, and should have
opportunities in their education where they
learn to communicate with medical professionals.
Topics such as screening for risk factors, quality
of life, stress, pain management, management of
chronic diseases, doctor–patient communica-
tion and the use of medical resources are areas
where medical and psychological research are
frequently conducted from very different per-
spectives and require closer cooperation. While
psychologists frequently point at the medical
profession as the main culprit for this lack of
cooperation, it may be rather their lack of
assertiveness and lack of communication with
other health care professionals that are the real
causes for this isolated position. There is indeed
impressive evidence showing that psychological
interventions delivered by non-psychologists
can have substantial effects on a variety of
health and disease outcomes. The use of new
communication technology opens an impor-
tant new avenue in this respect. On the other
hand, efforts must also be directed at the
improvement of psychology courses for a variety
of health professionals, including for example
medical doctors and nurses, since they seem to
lack psychological knowledge and skills regard-
ing health promotion, disease prevention and
self-management of chronic disease.
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INTRODUCTION AND PHILOSOPHICAL
BACKGROUND

Overview

Research methods is an enormous topic in its
own right, with scores of books being dedi-
cated to each of the subsections we cover.
Given this, we have necessarily been selective,
but have aimed to provide an overview of the
main issues of both quantitative and qualita-
tive research methods in a single source, and
throughout provide direction to more
detailed coverage elsewhere. This first section
describes different philosophical approaches
taken to research methods, with a view to
highlighting where these lead to controversies
and debates. The subsequent sections provide
an overview of first quantitative research
methods, then qualitative research methods.
The final section discusses a concrete health
services research issue, with the aim of show-
ing how different philosophical viewpoints
lead to different research questions, and
how particular qualitative and quantitative

methods are suitable for answering particular
questions.

Philosophical Bases to
Research Methods

Many debates about research methods are funda-
mentally disagreements about the philosophical
approaches taken to the investigation of psycho-
logical phenomena. Most accounts of research
methods tend to avoid these debates, by the use
of two main strategies. One strategy is to discuss
only what could be considered mainstream or
‘scientific’, that is, realist/positivist approaches to
usually quantitative research methods. The other
is to consider alternatives to the ‘scientific’
approach, where usually qualitative research
methods are discussed and defined by the ways
in which they differ from the ‘mainstream’. Both
these approaches have drawbacks. The first
approach tends to present quantitative research
methods as an uncontested body of statistical
truths, whereas there is by no means consensus
among statisticians themselves about issues such as
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definitions of probability and the appropriateness
of null hypothesis significance testing (see
Gigerenzer et al., 1989). This approach is there-
fore misleading, implying a false consensus
about the appropriateness of a subset of research
methods for all research questions. The second
strategy for discussing research methods can fall
into the trap of emphasizing only the drawbacks
of realist/positivist approaches. Furthermore, as
the focus is on qualitative alternatives to the ‘scien-
tific’ approach, it fails to identify where impor-
tant differences exist within this approach, for
example in terms of causality versus prediction.
This introductory section therefore aims to pro-
vide an overview of the main philosophical
approaches to both quantitative and qualitative
research methods, with more detailed discussion
of how these approaches influence choice of
methods contained within later sections.

An Outline of the ‘Scientific’
Approach to Research

Most quantitative researchers in health psy-
chology broadly agree with a ‘scientific’
approach to research. This approach will be
assumed in the sections on quantitative
research methods, and can be characterized in
the following way. The central aim of this
approach is objectivity: emphasis is placed on
precision of observation, thereby eliminating
or at least reducing error and bias. Objectivity
is also manifested in attempts to discover uni-
versal laws or theories, which are as general as
possible, and to clearly delineate the circum-
stances under which laws or theories do not
obtain. ‘Good’ research in this tradition is
exemplified by explicit tests of clearly stated
theories, with methods designed and reported
to allow replication, and results clearly sup-
porting or refuting theoretically derived
hypotheses. The gold standard of this
approach is usually the randomized experi-
ment, in which highly focused manipulations
are targeted at specific psychological ‘con-
structs’, with the aim of eliciting an equally

specific effect, as predicted by theory ( for a
different view, see Byrne, 2002).

Realism and Positivism

Although it is possible to characterize a
‘scientific’ approach to research, there are
many differences of opinion covered by this
broad heading. Realism and positivism are
two such camps of opinion, although as
with the broader category of a ‘scientific’
approach to research, there are many posi-
tions within these camps. ‘Realism’ can be
concerned with either or both of psycholog-
ical constructs and psychological theories
(Hacking, 1983: 21–31). Realism about
theories asserts that theories ought to be
true, or at least attempts should be made for
theories to be as close as possible to describ-
ing a true state of affairs. Those who disagree
with this position argue that theories are at
best useful fictions, which should be useful
for the purposes of prediction and interven-
tion, but are not to be taken at face value.
Realism about constructs asserts that the
psychological phenomena described in these
theories should be real. The opposing posi-
tion asserts that any talk of ‘beliefs’, ‘attitudes’,
or ‘intelligence’ does not describe things that
really exist, but only ‘constructs’, that is,
fictions that we construct to help organize
description of phenomena. The opposing
positions to realism just outlined are often
taken by those who hold positivist views.
Although the term ‘positivism’ covers a vari-
ety of opinions, there are a number of shared
viewpoints (see Hacking, 1983: 41–57).
Among the most important of these view-
points is an emphasis on believing only what
can be observed. Thus, positivists tend to
judge theories by their ability to predict, as
this can be clearly observed, whereas they are
sceptical of talk about causation and expla-
nations for observations, unless there is
observable evidence for these explanations
(Ray, 2000). It is important to note that ‘pre-
dict’ in this sense refers to the prediction of
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novel phenomena in addition to the more
routine use of the term ‘prediction’ in health
psychology to refer to percentage of variance
explained. As discussed above, positivists are
also sceptical of the reality of psychological
constructs and theories, as these cannot be
proved, only confirmed or falsified by
empirical observation.

Interpretive and Constructivist
Approaches

Although ‘scientific’ approaches to research
dominate amongst nearly all quantitative
researchers and some qualitative researchers, a
number of other viewpoints are apparent
amongst the majority of qualitative researchers.
The starting point of difference from ‘scientific’
approaches concerns the possibility of eliminat-
ing subjectivity from our knowledge of the
world. From a postmodern perspective, science
involves the creation of knowledge, rather than
its discovery, and consequently knowledge is a
function of the concerns of those who are invol-
ved in its creation (Fox, 1993). Postmodern crit-
ics of the ‘scientific’ viewpoint argue that as our
knowledge of the world is necessarily mediated
by our minds and bodies, objective knowledge
is impossible to achieve. That is, the way we view
the world is not only limited by features of
our thoughts and activities, but constructed
through these same processes. Given this, the
general aim of postmodern approaches to
research is to understand subjective experience,
such as the different meanings experienced by
people in different contexts, and the social
processes that lead to people constructing dif-
ferent meanings. Whereas ‘scientific’ approaches
attempt to eliminate context and subjective
interpretation of events as sources of bias, post-
modern approaches instead take these issues as
their central focus. Equally, the aim is not to
identify universally applicable theories but to
develop insights that are meaningful and useful
to particular groups, such as research parti-
cipants, other people in similar situations
and healthcare workers. As with ‘scientific’
approaches to research, there is a broad range of
opinion under the ‘postmodern’ heading (Guba
& Lincoln, 1994). However, a useful distinction

may be made between interpretive researchers
who view knowledge as constructed by our
thoughts and activities, and social constructivist
researchers who view knowledge as constructed
by social interaction, culture and specifically
language. According to this latter viewpoint, the
way we view the world is due in large part to
how we habitually talk about it (Gergen, 1985).
These issues are discussed in more depth in the
later sections on qualitative methods.

THEORIES AND MODELS

Theories, Models and Hypotheses

The terms ‘theory’ and ‘model’ are often used
interchangeably in health psychology. For
example, both the theory of planned behav-
iour (TPB: Ajzen, 1991) and the health belief
model (HBM: Janz & Becker, 1984) are
included under the general heading of ‘social
cognition models’ (e.g., Conner & Norman,
1996). A ‘model’ is sometimes defined as being
a schematic, statistical, or mathematical repre-
sentation of part of a theory (Estes, 1993).
However, this use of the term ‘model’ is not
usual in health psychology, and hence will be
avoided here. A theory can be thought of as a
story about a circumscribed part of the world,
which is ‘expressed in sentences, diagrams, and
models, that is in verbal and pictorial struc-
tures’ (Harré, 1972). It should not only be con-
sistent with a set of observations, but also
attempt to explain why we obtain those obser-
vations and not another set. For any well-
defined theory, it should be possible to derive
predictions about what will happen under
a particular set of circumstances. These pre-
dictions, derived from a theory, are called
hypotheses. The scientific experiment, as clas-
sically defined, is an attempt to test one or
more hypotheses against a set of observations.

Testing Hypotheses,
Not Testing Theories

It is important to note that observations are
used to test hypotheses, which are derived from
theories, rather than observations being used to
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test theories. The major implication of this is
that if, in one specific study, the data do not
accord with a theoretically derived hypothesis,
this does not automatically invalidate the
theory. In any empirical test of a hypothesis,
several additional assumptions are required to
infer whether the results are genuinely in con-
flict with a theory. These additional assump-
tions are often called auxiliary hypotheses. In
health psychology, auxiliary hypotheses typi-
cally relate to whether factors such as interven-
tions, outcomes, and process measures were
operationalized in accordance with the theory,
and that the sample, statistical power and situ-
ation were appropriate (see the section below
on validity of causal explanations for observed
relationships). Thus, in practice, it is highly
problematic to claim to have refuted any theory
on the basis of one experiment.

Comparing Theories

Any existing set of observations can be
accounted for equally well by more than one
theory. That is, there is more than one picture
or story that can be used to characterize a set of
observations, and explain why these observa-
tions were obtained. However, if two theories
are genuinely different, they should make dif-
ferent predictions about what would happen
under at least one new set of circumstances.
Thus, different theories may provide different
hypotheses about what should be observed
under the same conditions. It is under these
circumstances that ‘critical tests’ are possible,
whereby two different hypotheses are derived
from competing theories. The rationale is that
one hypothesis will fit the data better, and the
theory from which this hypothesis is derived is
supported. An example in health psychology
might centre around how the impact of threat-
ening information is affected by participants’
levels of efficacy (both response efficacy, the
perceived effectiveness of an action to reduce a
risk, and self-efficacy, confidence in one’s ability
to perform that action). Protection motivation
theory proposes that high levels of threat with
low efficacy would result in a greater intention
to protect one’s health than low levels of threat
with low efficacy (e.g., Rogers, 1985). By

contrast, Witte’s (1992) extended parallel
processing model would predict the reverse:
according to this theory, high threat and low
efficacy should result in maximal defensive
processing, and hence lower intention to pro-
tect health than low threat and low efficacy.
These two theories make conflicting predic-
tions, and it is possible for an empirical test to
be arranged, such that support for one theory
implies a lack of support for the other. A more
modest version of the ‘critical test’ has been
termed the ‘model comparison approach’
( Judd & McClelland, 1989; Judd, McClelland &
Culhane, 1985). Here, one compares a series of
theoretically derived statistical models, which
are related but of increasing complexity, and
asks whether each increase in complexity
results in a better description of the data.
An example from health psychology might
be whether the addition of an interaction
between threat and efficacy variables results in
better prediction of protection motivation
than a model containing only main effects (see
Rogers, 1985).

Why Do We Need Theories?

Theories serve many purposes, including
providing a framework into which observa-
tions may be organized, providing guidance
on where future research efforts should be
directed, and suggesting where and how any
health psychology interventions should be tar-
geted. A simple way to highlight the purpose of
theories is to consider what would happen if
there were no explicit theories. In the absence
of explicit theories, one would be left with
an aggregation of findings. As these findings
would soon become unmanageable in the
absence of any organizing principle, implicit
theories based on ‘common sense’ would be
employed, or theories would be borrowed
from other disciplines (see, e.g., Marteau &
Johnston, 1987). It is clear that implicit
theories were a driving force behind much ear-
lier psychological research, but proved unsatis-
factory. For instance, ‘common sense’ would
suggest that attitudes and behaviour are
strongly related, that non-adherence to med-
ication regimens is due to misunderstanding,
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that arousing fear of consequences of a disease
would lead to people taking steps to avoid
developing this disease. However, all these
empirical propositions have been shown to
be wrong, or at least not completely true (see
Fishbein & Ajzen, 1975; Leventhal, 1970;
Meichenbaum & Turk, 1987). Under these cir-
cumstances, ‘common sense’ implicit theories
have little to say about how one should pro-
ceed, apart from more of the same; for exam-
ple, if fear-arousing communications have not
led to behaviour change, then more fear should
be aroused. Consequently, explicit theories have
been developed in an attempt to specify the
exact circumstances in which one would expect
more precisely defined relationships to obtain.
Because they are explicit, these theories have the
virtues of being amenable to empirical test, and
suggesting where best to target psychological
interventions. These theories may subsequently
receive little empirical support, but due to their
explicit nature, they are open to revision on the
basis of subsequent observations.

Theoretical Progress

For those who take a realist or positivist
approach to the philosophy of science, theoret-
ical progress is a central concern. For the realist,
new theories should be closer to the truth than
existing theories; for the positivist, new
theories should allow better prediction than
existing theories. That is, for the positivist,
theories do not have to be literally true, merely
more useful than other theories. This point has
been well expressed by Box ‘all models are
wrong, but some are useful’ (1979: 201).

The contrast between these two positions can
be highlighted by considering the methodology
of falsificationism (see, e.g., Newton-Smith,
1981: 44–76). According to Popper (1963), any
amount of evidence that is congruent with a
theory does not provide evidence of its truth, as
this does not preclude the possibility of subse-
quently finding evidence that is clearly not con-
gruent. More useful, Popper suggested, are tests
that can potentially disconfirm a theory, as it is
only through empirical tests that theories can be
falsified. The upshot of this argument is that

good theories should allow many predictions,
with these predictions being open to empirical
refutation, rather than ad hoc explanations.
This approach is a good example of a realist
approach to theory development: theories
should be true, and one should therefore aim to
identify and remove what is not true from
theory.

A positivist position is more concerned with
the utility of theories, rather than their truth per
se. Thus, a positivist could consistently believe
that a health psychology theory may not be
literally true: the proposed constructs may not
‘really’ exist, and the causal relations proposed
may not be causal, but as long as the theory is
useful (e.g., in terms of prediction), it is a good
theory. For this position, evidence against the
reality of the constructs is irrelevant: the theory
is being evaluated not on the grounds of its
‘truth’, but on the grounds of its usefulness. The
aim of research is therefore not to falsify the
theory, but to increase the novelty and accuracy
of prediction, or the utility of application in
interventions.

It should be noted that both these positions
describe science as a basically gradual process,
with broadly true or generally useful theories
being increasingly refined, with later theories
being similar but more accurate or useful.
However, it has been argued that this is not a
good description of how science works (Kuhn,
1970). According to Kuhn, this incremental
view of science is only a reasonable characteri-
zation of ‘normal science’, that is periods of
relative calm. The periods of calm, Kuhn argued,
are separated by much more turbulent ‘para-
digm shifts’. During ‘paradigm shifts’, shared
assumptions that underpin a scientific com-
munity’s research are questioned and rejected,
and different assumptions are instead adopted
by that community, allowing ‘normal science’
to resume, but along different lines from that
previously conducted. There has been a great
deal of discussion of Kuhn’s views (e.g.,
Newton-Smith, 1981: 102–124), and a contin-
uing debate amongst those adopting a more
realist or positivist approach to science.

For constructivists, theories are ways of
representing the world that are constrained by
language and contemporary sociocultural

THE SAGE HANDBOOK OF HEALTH PSYCHOLOGY330

Sutton-12.qxd  10/9/2004  1:06 PM  Page 330



practices, and that serve sociopolitical functions
(Kvale, 1992). Alternative theories are therefore
viewed not as more or less accurate depictions
of the world, or as better or worse at predicting
the future, but rather as the products of differ-
ent perspectives and values. From this relativist
viewpoint, a theory may have pragmatic valid-
ity within a particular context, but should not
be regarded as having any objective universal
timeless truth status (Brown, 1994).

What will hopefully be clear is that a
researcher’s approach to their work is under-
pinned by what they believe research should be
attempting to achieve. An example of this will
be given in the final section of this chapter.

QUANTITATIVE RESEARCH DESIGN

Causality and Prediction

A major issue in considering the appropriate-
ness of a design for a quantitative study is the
extent to which it allows inferences to be made
about causal relationships. It should be clear
from the ‘realism and positivism’ section above
that there are different approaches that can
be taken with regard to causality: causality is a
complex and controversial issue (see, e.g.,
Cook & Campbell, 1979; Shadish, Cook &
Campbell, 2002). Given this, when reading the
following discussion of features of design that
enable inference of causality, it should be
borne in mind that some researchers use the
word ‘cause’ more literally than others.
Researchers with a positivist leaning are more
sceptical about the idea that unobservable
processes are ‘causing’ certain events to hap-
pen, and more comfortable with discussions
of prediction of events by other observable
events. Nevertheless, although some quantita-
tive researchers would be uneasy in claiming
that they are identifying necessarily causal rela-
tionships, there is a broad consensus on follow-
ing the steps outlined below.

Virtually all researchers who conduct quan-
titative research share an interest in accuracy of
prediction. Prediction of individuals likely to
perform certain behaviours can be useful in

identifying a target group at which intervention
should be aimed. Most researchers would agree
with the distinction between those factors that
predict behaviour and those that cause behav-
iour. In many situations, past behaviour is a
better predictor of future behaviour than self-
efficacy beliefs (e.g., Dzewaltowski, Noble &
Shaw, 1990). However, it is unclear in what
sense past behaviour can be said to directly
cause future behaviour, and certainly past
behaviour is of little use as a target for behav-
ioural interventions. As the aim of many health
psychologists is to change health-related behav-
iour, a helpful strategy may therefore be to
focus future research on obtaining and evaluat-
ing evidence that constructs may ‘cause’ such
behaviour, rather than merely predict it.

Validity of Causal Explanations for
Observed Relationships

There are a number of issues to consider when
deciding whether it is appropriate to generalize
from an observed relationship in a particular
sample to a causal relationship that obtains in the
wider population. To facilitate understanding
of the issues, Shadish et al. (2002) distinguish
between four broad classes of validity: statistical
conclusion validity, internal validity, construct
validity, and external validity. Statistical conclu-
sion validity is demonstrated when inferential
statistics are correctly applied, identifying popu-
lation relationships from a specific sample. To
the extent that the results of significance tests
are reflections of the true effect in the popula-
tion, and not chance and/or a lack of power, the
inferences drawn from these tests have statistical
conclusion validity. Internal validity is demon-
strated when the design and conduct of a study
are free from systematic error, commonly
termed ‘bias’, which can take many forms. One
common type of bias is due to experimenter
effects, where the expectations of the experi-
menter are unintentionally communicated to
research participants, thereby influencing their
behaviour in the direction of the experimenter’s
favoured hypothesis.

If both statistical conclusion validity and
internal validity are demonstrated, then it is
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correct to assert a causal relationship between
two variables in the form in which the variables
were manipulated or measured. However, what
has not yet been demonstrated is the extent to
which these manipulations or measurements
map onto theoretical constructs in the manner
in which the researcher intended. That is, if a
particular manipulation, for example of ‘dis-
ease severity’, affects only perceptions of severity
as intended, and not perceptions of likelihood,
then construct validity has been achieved,
which permits statements about a specific
manipulation to be generalized to the theoret-
ical literature. Similarly, construct validity of
measurement is achieved when a measure is
assessing only the construct of interest (see
Kline, 2000). If construct validity of manipula-
tions or measurements is not achieved, the
result is confounding, which occurs when an
observed relationship between two variables is
assumed to be causal but is due to a third vari-
able for which there are no experimental or
statistical controls. A common instance of this
is when an intervention to change a specific
construct shows an effect, relative to a control
group, which may be due not to the interven-
tion actually affecting the construct, but to the
increased attention that people in the intervention
receive.

External validity is concerned with the
extent to which any causal relationships found
can be thought of as being general beyond any
one particular study: is the causal relationship
general to other people, settings, and times?
Typical failures of external validity include
faulty generalization from student samples to
other adult samples (see Sears, 1986), and from
Western samples to the rest of the world (e.g.,
Fletcher & Ward, 1988).

It should be noted that there is a fairly direct
correspondence between the distinctions
drawn by Shadish et al. (2002), and distinc-
tions drawn in the epidemiological literature
(e.g., Hennekens & Buring, 1987). In this liter-
ature, for any observed relationship, there are
four broad classes of explanation of why that
relationship occurs, namely that the relation-
ship is due to: (1) chance, (2) bias, (3) con-
founding, and/or (4) a causal relationship.
Statistical conclusion validity, internal validity,

and construct validity are achieved to the
extent that, respectively, chance, bias, and con-
founding are eliminated as possible explana-
tions for causal relationships. Given the greater
sophistication of design in many epidemiolog-
ical trials, health psychologists wishing to
design trials of complex interventions may
find accessing the epidemiological literature
useful (e.g., Campbell et al., 2000).

Cross-Sectional versus Longitudinal
Research Designs

The issue of temporality is particularly impor-
tant when considering the relative merits of
cross-sectional studies compared with longitu-
dinal studies. In cross-sectional studies, a num-
ber of variables are measured at one point in
time, and the degree of association between
selected variables is examined. Although such
studies can provide useful estimates of the
extent to which variables are associated or not,
they are very weak in terms of allowing causality
to be inferred. For example, if a cross-sectional
study shows that smokers who hold more pos-
itive attitudes towards smoking tend to smoke
more heavily, no inferences can be derived about
whether attitudes are influencing behaviour
(Fishbein & Ajzen, 1975) or whether behav-
iour is influencing attitudes (Bem, 1972).

Longitudinal studies, where variables are
measured in the same people on more than one
occasion, are stronger in terms of the inferences
that they allow. If changes in one variable (e.g.,
smoking behaviour) tend to follow changes in
attitudes (e.g., towards smoking), then this
provides some support for the idea that atti-
tudes influence behaviour, rather than vice
versa. In practice, inference of causality on the
basis of longitudinal data may be more com-
plex, particularly because the causal lag
between attitude and behaviour (or behaviour
and attitude) may differ from the period
between ‘waves’ of data collection (see Finkel,
1995; Sutton, 2002).

If one is interested in looking at the causal
relationship between two variables, such as
smoking attitudes and smoking behaviour, it is
also stronger to measure both variables at all
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waves of data collection. If attitudes and
behaviour tend to be associated when mea-
sured at the same time point, then both of the
following will also tend to be true: (1) attitudes
measured at an earlier time will be associated
with behaviour at a later time, and (2) behav-
iour measured at an earlier time will be associ-
ated with attitudes at a later time. Hence,
whichever measure one uses to ‘predict’ the
other measure at a later time point, one should
expect to find a relationship, regardless of the
direction of causality. However, regression
analysis of both measures at both time points
allows appropriate statistical controls to be
made, thereby permitting less biased estimates
to be obtained of the degree to which each
construct exerts a causal influence on the other
(see Campbell & Kenny, 1999), although con-
founding is also a possible explanation.

Correlational versus
Experimental Designs

Although longitudinal research designs are
stronger than cross-sectional designs in terms
of permitting inference of causality, they still
are liable to suffer from the problem of con-
founding. That is, although the levels of one
variable at an earlier time point may be associ-
ated with changes in another variable at a later
time point, this association may be due to the
causal effect of a third variable. For example,
although attitudes toward smoking may be
predictive of smoking behaviour, it is entirely
plausible that this relationship is due to a third,
unmeasured, variable such as socioeconomic
status. One solution to this problem is to
attempt to identify, measure and statistically
control for all potentially important con-
founding variables. However, there are always
practical limits on how many variables may be
included in any one study, and furthermore,
given that all measurement involves some
error, statistically controlling for confounding
variables will always involve some error.
Longitudinal studies, unlike properly con-
ducted experimental studies, can also suffer
bias from the effects of regression to the mean
when respondents are selected on a criterion

related to the outcome variable (Yudkin &
Stratton, 1996).

Experimental designs, including trials, have
a major advantage over correlational designs,
whether cross-sectional or longitudinal, which
do not involve experimental manipulation,
largely due to the consequences of random
allocation of respondents to different experi-
mental groups. If this randomization proce-
dure is effective, not only should all known
confounding variables be equally distributed
within groups, but so also should unknown
confounding variables. Furthermore, if con-
founding from a particular source is thought
to be particularly problematic, then the proce-
dure of stratification can ensure that respon-
dents with different levels of this confounding
variable are equally distributed throughout all
experimental groups. The advantage of elimi-
nating confounding is that, assuming statistical
conclusion validity and internal validity, any
effects that are found between experimental
groups can be attributed fairly unambiguously
to the experimental manipulations. Thus,
experimental designs permit much stronger
inference of cause than non-experimental
designs. It should be noted, however, that cause
is sometimes reasonably inferred without
experimental evidence, a classic example being
the lack of experimental studies to examine the
causal influence of smoking on cancer in humans
(see Abelson, 1995: 182–184; Hennekens &
Buring, 1987: 39–50).

Single Case Study Designs

Single case study designs are increasingly being
used alongside more mainstream designs. The
term ‘single case study designs’ is a misnomer,
as is a common alternative ‘N = 1 trials’, as
although these designs focus on the same
person over time, they often include many
more than one individual (Kazdin, 1982). The
use of larger samples in more mainstream
designs is due to a focus on establishing the
presence of relationships across a population
as whole: for example, is a treatment more
effective than the control for a particular group
of people? Single case studies, by contrast, are
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more concerned with a thorough evaluation of
the effects of a treatment on an individual case.

For example, the aim of a traditional ran-
domized controlled trial may be to examine
whether a particular cardiac rehabilitation
programme is effective in promoting exercise.
Assuming that it is effective for the specified
population, there will almost certainly be some
heterogeneity of outcome: some people will
exercise more, and some will exercise less.
Although a large part of this heterogeneity will
be due to chance, a further part of it will be due
to different people reacting differently to the
same programme. The aim of a single case study
design would be to establish whether the treat-
ment is effective for particular people. As such,
it is much more strongly related to the concerns
of clinicians working with individual clients.

Single case study designs are longitudinal,
and typically employ multiple crossovers: peri-
ods of treatment are alternated with control
periods, or periods of an alternative treatment.
Success with a particular patient is indicated by
more successful outcomes at the end of periods
of treatment, and no effect on outcomes, or
regression at the end of control periods. There
are now examples of the benefits for individual
patients of single case study designs, although
more comparisons of ‘single case’ approaches
versus a ‘one size fits all’ approach to treatment
are needed (Mahon, Laupacis, Donner &
Wood, 1996). It should be noted, however, that
a number of prerequisites for single case
designs have been identified (Guyatt et al.,
1986), not all of which will apply in many clinical
or health psychology scenarios (Petterman &
Muller, 2001). These criteria are: (1) the condi-
tion is stable, (2) the treatment acts quickly,
(3) the treatment quickly stops acting when
withdrawn, and (4) the treatment does not
change the natural course of the disease.

NULL HYPOTHESIS SIGNIFICANCE
TESTING

Descriptive and Inferential Statistics

There are two broad aims for calculating sta-
tistics: description and inference. Descriptive

statistics provide a summary statement about
a particular sample, for example their mean
height, the weight of the lightest member of
the sample, or the variance in their scores on a
particular anxiety questionnaire. However, it
is usually the case in health psychology that we
are less interested in describing a particular
sample than in making inferences about the
population from which the sample was drawn.
As the name suggests, inferential statistics are
required here, and these statistical procedures
rely on null hypothesis significance testing
(NHST).

What Is Null Hypothesis
Significance Testing?

In the theories and models section above, it
was argued that one function of models was
to allow predictions that are empirically
testable. NHST is the mechanism by which
these predictions are tested. The ‘null hypoth-
esis’ part of NHST refers to the fact that infer-
ential statistics are based around testing
whether there is no association between two
variables in the population, for example
anxiety and depression, or no population dif-
ference on some variable between two groups.
The ‘alternative hypothesis’ is the comple-
ment of the null hypothesis: there is some
association between two variables, or some
difference on a variable between two groups.
Note that the alternative hypothesis is true
whether there is an absolutely tiny association
in the population or an absolutely enormous
one. Even when we want to know how much
of an association there is between anxiety
and depression, statistical tests are con-
cerned with whether there is no association,
versus whether there is some association.
Furthermore, the tests do not tell us directly
about whether this null hypothesis is true
or not. Instead, they give us the probability
(p-value) of whether the data we have collected
are consistent with the null hypothesis. Thus,
instead of obtaining the information we really
want – the probability that anxiety and
depression are associated at a given level – we
instead get the probability that our data are
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consistent with the hypothesis that anxiety
and depression are not associated at all.

Accepting and Rejecting Hypotheses

As NHST does not give direct information
about the truth or falsity of a particular
hypothesis, we instead must infer this from the
p-value our statistical test yields. The conven-
tion that is almost universally followed is that
if the probability of a set of data being consis-
tent with a null hypothesis is less than one in
twenty (or p < 0.05), our test of this hypothe-
sis is ‘statistically significant’. This rather arbi-
trary cutoff point is the boundary between two
contrasting conclusions that are convention-
ally drawn from a dataset. If the testing is ‘sig-
nificant’, that is if the probability of getting a
particular pattern of data assuming the null
hypothesis is true, is less than one in twenty
(p < 0.05), then we ‘reject’ the null hypothesis,
and accept the alternative hypothesis. A null
hypothesis is rejected when it is true one in
twenty times. If, however, the testing is ‘non-
significant’, that is the probability of our data
assuming the null hypothesis is true is greater
than one in twenty, then we ‘fail to reject’ the
null hypothesis. Note that although NHST
gives us information about the probability that
our data are consistent with the null hypothe-
sis, the use of the rather arbitrary p < 0.05
criterion allows a dichotomous accept/reject
decision to be made about the null hypothesis.

Type I and Type II Error

The use of the criterion of a probability of
p < 0.05 is not completely arbitrary: by defini-
tion, when a test yields a ‘significant’ result, the
probability of a particular dataset being consis-
tent with the null hypothesis is less than one in
twenty. Thus, we will only reject the null
hypothesis on the basis of our data when it is
actually true less than one time in twenty. This
type of mistake, due to the use of the dichoto-
mous p < 0.05 criterion, is called a type I error:
the error is in rejecting the null hypothesis
when it is, in fact, true. The other main

category of mistake, type II error, is generally
more common (see Clark-Carter, 1997). A
type II error occurs when we fail to reject the
null hypothesis when it is, in fact, false, that is
we do not find ‘significant’ differences whereas
differences exist in the population. By defini-
tion, the probability of a type I error is set at
one chance in twenty. The probability of a type
II error is much more variable, and is related
to the size of an association or difference (or
more generally, an ‘effect’), and the number of
observations made.

Statistical Power: Sample Size
and Effect Size

For any non-zero effect size, such as the degree
of association between two variables, the
probability of achieving a ‘significant’ result
increases with the number of observations that
are included in a dataset. As the number of
observations increases, so does the precision of
the estimated association: the observed corre-
lation coefficient is more often closer to the
‘true’ (population) correlation coefficient.
Accordingly, if a small sample yields an esti-
mate of a moderate degree of association (e.g.,
Pearson’s r = + 0.3), the best guess of the true
degree of association is also r = + 0.3, but with
little confidence: the true degree of association
may be much higher or much lower. Thus, if
the null hypothesis is true (i.e., population
r = 0.0), one may still get a sample r = + 0.3 by
chance alone more often than once in twenty
(i.e., p > 0.05). However, if a much larger
sample yields an observed correlation coeffi-
cient of r = + 0.3, we may have much more con-
fidence that the ‘true’ correlation coefficient is
around this value: the chances of obtaining a
correlation of this size is less than one in twenty
(i.e., p < 0.05).

The other major determinant of statistical
power is effect size: larger differences or associ-
ations (or ‘effects’) in the population are more
likely to result in larger effects in a particular
sample, and hence to be ‘significant’. If two
variables are correlated r = + 0.6 in the popu-
lation, then a study is more likely to find a
‘significant’ association than if the population
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r = + 0.3, all other factors being equivalent.
Thus, the two key determinants of observed
statistical power are effect size and sample size.
When one is conducting sample size calcula-
tions, an estimate of effect size is used to calcu-
late the number of respondents needed that
will provide type I error rates at (usually) 5 per
cent, and type II error rates at (usually) 10 per
cent or 20 per cent (Cohen, 1992). Sample size
is a feature of a particular study, and there-
fore not theoretically interesting. Effect size,
although estimated from a particular study, is a
feature of the population, and so is more theo-
retically interesting. However, a particular
inferential test only tells us whether a test is
‘significant’ or not: NHST does not distinguish
between these causes of statistical significance.

Problems with NHST

Not surprisingly, the fact that NHST does not
give us the information we are interested in, i.e.
information about the probability of our
hypotheses being true, has led to some robust
criticism. Paul Meehl has argued that ‘the
almost universal reliance on merely refuting
the null hypothesis … is a terrible mistake, is
basically unsound, poor scientific strategy, and
one of the worst things that ever happened in
the history of psychology’ (1978: 817). The
main criticism levelled by Meehl is that it is
highly unlikely that any estimate of an effect
will be correct. Given that we are testing an
effect size of zero versus all other effect sizes, it
should not be surprising that the null hypo-
thesis is often rejected. Indeed, Cohen (1990,
1994), Tukey (1991) and others have argued
that the null hypothesis is almost never literally
true, that is that all non-significant NHST is
type II error: all a statistically significant effect
shows is that there is a sufficiently large sample
to detect it. According to Cohen (1994), ‘in soft
psychology,“everything is related to everything
else” ’. Meehl (1990) called this non-zero corre-
lation the ‘crud factor’. He further claimed that
‘the notion that the correlation between arbi-
trarily paired trait variables will be, while not
literally zero, of such minuscule size as to be of
no importance, is surely wrong’ (1990: 212).

Despite these views it is likely that NHST will
be used for some time to come: although an
American Psychological Association Task
Force including some of these critics recom-
mended the use of confidence intervals
and reporting of effect sizes, it did not
recommend that NHST no longer be used
(Wilkinson & the Task Force on Statistical
Inference, 1999).

Confidence Intervals

It has been shown that NHST is concerned
with establishing the likelihood that data
obtained are inconsistent with an association
or difference of zero (or more generally, some
pre-specified value). It has also been shown
that this likelihood depends on the size of the
sample employed in a particular study: every-
thing else being equal, the larger the sample,
the more likely a study is to identify a non-zero
effect, if such an effect exists in the population.
However, we are often less interested in know-
ing that, for example, a therapy produces a
better outcome than no therapy, than in knowing
the size of the improvement. As the size of a
statistical significance test is highly dependent
on sample size, it is problematic to use the
degree of significance to infer the size of an
effect (Cohen, 1994).

For these reasons, it has become increasingly
popular to present results using confidence
intervals, in addition to the results of a signifi-
cance test (e.g., Altman, Machin, Bryant &
Gardner, 2000). NHST provides an estimate of
the plausibility of a population effect being
equal to zero, with 5 per cent chance of error
(and therefore 95 per cent confidence). By con-
trast, confidence intervals estimate the range of
values an effect could take, usually with 95 per
cent confidence. For example, a t-test provides
an estimate of the probability that the observed
difference between two sample means is incon-
sistent with two population means being iden-
tical. A ‘significant’ result means that we can be
at least 95 per cent confident that the obtained
difference between two sample means is incon-
sistent with there being no difference between
the population means. A confidence interval
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approach would provide a range of values that
the difference between the means might take,
with a 95 per cent chance that this range
includes the population difference in means. If
the 95 per cent confidence interval does not
include the value of zero, the result is ‘signifi-
cant’ in the NHST sense. Thus, confidence
intervals not only subsume an NHST approach,
but also have the clear advantage of providing
an indication of the size of an effect, and how
confident one should be about this effect size
estimate, as well as its ‘significance’.

QUANTITATIVE DATA ANALYSIS

Selection of Inferential Statistics

Before data collection begins, it is generally
recommended that a plan of analysis be con-
structed, in particular specifying which infer-
ential statistics will be used to test the central
null hypothesis. Selection of the appropriate
inferential statistics test depends on several
factors, which are discussed in detail by many
excellent basic (e.g., Howell, 1997) and inter-
mediate textbooks (e.g., Tabachnick & Fidell,
2001). One of the most important of these
concerns is the distinction between tests of dif-
ference (e.g., t-tests, ANOVA) and tests of asso-
ciation (e.g., correlation, regression). In tests of
difference, the null hypothesis is that two or
more samples are drawn from the same popu-
lation in terms of a specified variable, whereas
in tests of association, the null hypothesis is
that two or more variables are not related. This
distinction has proven useful in conceptualiz-
ing how different inferential tests relate to each
other, but it should be emphasized that the dis-
tinctions between parametric versions of tests
of association and tests of difference are more
apparent than real (see Cohen & Cohen, 1983;
Miles & Shevlin, 2001; Tabachnick and Fidell,
2001). This is an important point, as all such
inferential statistical tests are instances of the
general linear model, and therefore with many
assumptions and limitations in common,
rather than a disparate collection of unrelated
techniques.

Parametric versus Non-Parametric
Statistical Tests

Non-parametric statistical tests are distin-
guished from parametric statistical tests on the
basis of the assumptions made about the
nature of the data tested. Typically, parametric
statistical tests require the assumption that the
variables involved, or statistical summaries
such as differences between means in repeated
samples, possess interval or ratio properties
(see Johnston, French, Bonetti & Johnston,
2004, Chapter 13 in this volume). By contrast,
non-parametric statistical tests do not make
these strict requirements, being based on data
that are either ordinal or categorical/qualitative,
although one should be careful to note that
this does not mean non-parametric tests are
entirely free of assumptions (see, e.g., Siegel &
Castellan, 1988). For many parametric tests,
there is a comparable non-parametric version,
based on fewer assumptions: for example the
Spearman rank correlation coefficient is a
non-parametric version of the Pearson prod-
uct-moment correlation coefficient. However,
for more complex multivariate techniques such
as regression and factor analysis, there are no
comparable non-parametric equivalents.
Hence, in choosing an inferential statistical
test, on the one hand there are parametric
tests, which require more assumptions to be
made about the nature of the data to be
analysed, but allow more complex forms of
analysis. On the other hand, non-parametric
tests do not require such strict assumptions,
but as a consequence tend to have slightly less
statistical power (see Zimmerman & Zumbo,
1993).

Linear Regression: Stepwise versus
Hierarchical/Sequential

Linear regression is probably the most
common inferential statistical technique used in
health psychology. In essence, it is an extension
of correlation, which provides an estimate of
the extent to which two continuous variables
are related, that is how much variance is shared
by two variables. For regression, an estimate is
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derived of how much variance in one specified
variable (the dependent variable) is shared
with any of a set of other variables (the inde-
pendent variables). Although there are others
(see Tabachnick & Fidell, 2001), the two main
approaches to regression analysis are stepwise
regression, and hierarchical, sometimes called
sequential, regression.

In stepwise regression, the choice of which
variables are included in the final regression
equation, and which variables are omitted, is
decided purely on statistical criteria. This can
prove problematic when two independent
variables are themselves correlated, which is
often the case (Henderson & Denison, 1989).
For example, one might want to predict overall
quality of life (QoL) using measures of anxiety
and depression, which are highly intercorre-
lated, and which correlate with QoL r = 0.40
and r = 0.39 respectively. Using a forward step-
wise procedure, anxiety would enter the
regression equation first, as it shares margin-
ally more variance with QoL than does depres-
sion, and all the variance in QoL that is shared
by anxiety and depression would be attributed
to anxiety. Whether or not depression adds a
significant further amount of variance in the
next step, and hence would be retained in
the final equation, would depend on whether the
relationship between depression and QoL is
statistically significant, once the variance shared
with anxiety is removed. In a second sample,
measures of anxiety and depression might cor-
relate with QoL 0.40 and 0.41 respectively. In
this case, depression would enter first, and the
variance in QoL shared with anxiety is attrib-
uted to depression. Hence, two virtually iden-
tical datasets might easily lead to two entirely
different regression equations: the first with
anxiety as a sole predictor, the second with
depression as a sole predictor. Consequently, if
this approach to analysis is adopted, making
judgements about replication is far from
straightforward.

By contrast, in hierarchical regression, the
researcher specifies the order in which vari-
ables are considered for entry in the regression
equation. Thus, in the example above, (s)he
could specify that anxiety is entered first,
and then depression second, to see how much

additional variance in QoL depression one can
predict once the variance shared with anxiety
is removed. In this case, anxiety would be
included in the final regression equation to
predict QoL on both occasions, with depres-
sion unlikely to add much additional variance
on either occasion. Assuming researchers
follow similar strategies in choosing which
variables to enter into regression equations,
hierarchical regression should result in fewer
instances of failure of replication due to
independent variables being correlated. Hierar-
chical regression also allows researchers to
examine issues such as the extent to which
psychological variables can predict health
outcomes, above and beyond demographic
and medical variables. The strength of this
approach is that the final regression equation is
influenced by researchers’ ideas about theory
(see Cohen & Cohen, 1983), as well as by
statistical criteria.

Moderation and Mediation

The terms moderator and mediator are some-
times confused but refer to quite different
functions of variables in a causal system
(Baron & Kenny, 1986). Consider a simple
model in which variable X influences variable
Y. A third variable Z is said to moderate the
relationship between X and Y if the size of the
relationship varies systematically depending
on the level of Z. For example, suppose X is
stress, Y is illness and Z is social support.
According to the stress-buffering hypothesis
(Cohen & Wills, 1985), social support buffers
the effect of stress on illness. More specifically,
stress is positively related to illness but this
relationship is weaker the greater the level of
social support. Put another way, stress and
social support interact to influence illness.
Interactions can be tested in a regression
framework by incorporating product terms
(Aiken & West, 1991; Jaccard, Turrisi & Wan,
1990). In this example, the dependent variable
Y would be regressed on X and Z in the first
step of a hierarchical regression, followed by
the product of X and Z. The approach can be
extended to three-way interactions (involving
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three independent variables), but more complex
interactions are rarely considered because they
are difficult to interpret, and require very large
sample sizes.

A mediator or intervening variable is a vari-
able in a causal chain that transmits part or all
of the causal effect of an antecedent variable
on a consequent variable. Consider again the
effect of stress X on illness Y. This causal effect
may be mediated by unhealthy lifestyle (e.g.,
eating calorie-rich foods, being physically
inactive). In other words, we postulate a causal
chain in which stress leads to a more unhealthy
lifestyle which in turn results in more physical
illness. Thus, stress influences illness indirectly
(via unhealthy lifestyle). Mediation can be
tested using regression analysis (Kenny, Kashy &
Bolger, 1998). The first step is to regress Y on
X. If there is a significant effect of X on Y, the
next step is to check that Z (unhealthy lifestyle)
is a potential mediator of this relationship by
regressing Z on X. If the effect of X on Z is sig-
nificant, the final step is to regress Y on X and
Z. Depending on the pattern of findings, it
may be concluded that there is no mediation
(none of the causal effect of X on Y is trans-
mitted by Z), total mediation (all of the effect
is transmitted by Z) or partial mediation (part
of the effect is transmitted by Z and part is
direct). This is a simple example of path analysis
(Kenny, 1979). The approach can be extended
to more complex models involving multiple
mediators and longer causal chains.

ADVANCED QUANTITATIVE
DATA ANALYSIS

Exploratory Factor Analysis

Exploratory factor analysis (EFA) describes a
group of data analysis techniques that share the
common feature of being used to reduce a set
of observed variables to a smaller number of
latent variables. The most typical application of
EFA occurs when it is hypothesized that several
questionnaire items are assessing the same
underlying construct. As an individual’s
responses to questionnaire items are clearly
observable behaviours, these items are termed

‘observed variables’. The psychological constructs
that are theoretically manifested in these items
cannot be directly observed, only indirectly
inferred from the questionnaire responses, and
hence are termed ‘latent variables’ or ‘factors’.
The process by which one or more factors are
identified in a set of observed variables is
through an analysis of the degree of association
(correlation) between the observed variables.

For example, a factor analysis of a set of
questions concerning mood (the latent vari-
ables) on the Hospital Anxiety and Depression
Scale (HADS: Zigmond & Snaith, 1983) typi-
cally yields two latent variables ( factors),
labelled anxiety and depression. The ‘anxiety’
questions tend to correlate more highly with
each other than they do with the ‘depression’
questions, and vice versa. The conventional
EFA explanation for this is that it is the respon-
dent’s particular levels of anxiety and depres-
sion that lead them to respond in a manner
reflective of this to the questionnaire items
assessing anxiety and depression respectively. It
is these consistencies within people, supposedly
due to their levels of anxiety and depression,
which cause the items to correlate: for example,
anxious people tend to select responses to the
‘anxiety’ questions indicating high anxiety,
whereas less anxious people select the other
responses. EFA is introduced in a number of
good books (e.g., Child, 1990; Kline, 1993), and
most of the important practical issues are dis-
cussed in an excellent recent paper (Fabrigar,
Wegener, MacCallum & Strachan, 1999).

Structural Equation Modelling

The most common structural equation model-
ling (SEM) analyses can be thought of as a com-
bination of EFA and linear regression (e.g.,
Loehlin, 1998): SEM typically involves linear
regression or path analyses (see above), con-
ducted using latent variables rather than
observed variables, as is traditionally the case.
There are a number of good introductory books
on SEM (e.g., Hoyle, 1995; Maruyama, 1997;
Schumacker & Lomax, 1996). A good source
of references to particular aspects of SEM is
available at: http://www.ioa.pdx.edu/newsom/.
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There are two major advantages to SEM
over the more traditional approaches to regres-
sion or path analysis. The first stems from the
simultaneous estimation of how reliably the
constructs are measured, due to inclusion of
latent variables, at the same time as estimation
of the degree of relationship between the con-
structs. In traditional approaches to regres-
sion, there is some ambiguity over the reason
for a weakly estimated relationship: it could be
due to unreliability of measurement of the
independent or dependent variable, or these
variables could genuinely be weakly related. In
SEM approaches, estimates can be derived of
how well a set of observed variables load on
latent variables. Thus, when the relationship
between two latent variables is estimated, it is
not biased by insufficient account being taken of
poor reliability of measurement, which is essen-
tial for some types of analysis, for example cross-
lagged panel designs (see Menard, 1991).

The second major advantage of SEM relates
to the statistics (‘fit indices’) it yields, estimat-
ing how well a model fits the population from
which a particular sample of data is drawn.
Thus, SEM not only provides estimates of how
well each observed variable is related to each
latent variable, and how strongly latent vari-
ables are related to each other, but also provides
an overall estimate of how good a summary of
the population relationships is provided by the
model examined. That is, it estimates whether
the relationships proposed in a particular SEM
model summarize the relationships that obtain
in the population from which the sample was
drawn. This feature of SEM is particularly use-
ful when one wants to compare a series of
models, and critically, how good an estimate
is yielded by the inclusion or exclusion of
theoretically interesting paths between latent
variables.

Multilevel Modelling

Many datasets collected by health psycholo-
gists have a hierarchical or clustered structure.
For example, patients may be recruited from
clinics in several different hospitals or samples
of children may be drawn from a number of

different schools. In these designs, level 1 units
(patients, children) are nested within level 2
units (clinics, schools). Multilevel modelling
(also known as hierarchical linear modelling)
offers a powerful approach to analysing the
data that takes proper account of the hierarchi-
cal structure, if two conditions are satisfied
(Bryk & Raudenbush, 1992; Goldstein, 1995).
These conditions are that variables are mea-
sured at both levels, and that there is a suffi-
cient number of units at each level (a
minimum of 25 individuals in each of 25
groups, according to Paterson & Goldstein,
1992). This approach also has the advantage of
avoiding bias in the type I error rate due to
ignoring the hierarchical structure and thereby
ignoring non- independence of level 1 units.
As in standard regression analysis, the aim is
typically to predict and explain a dependent
variable measured at level 1, but the predictor
set can include variables measured at both
levels. For example, in a school-based study in
which the aim is to explain variation in self-
reported physical activity, the predictors may
include gender (a level 1 variable) and type of
school (e.g., state versus independent sector – a
level 2 variable). Cross-level interactions can
also be investigated. For example, the relation-
ship between gender and physical activity may
differ for different types of school.

Another situation where multilevel modelling
is potentially useful is in repeated-measures
designs, where occasions of measurement are
the level 1 units and individuals the level 2 units.
Unlike repeated-measures ANOVA, different
individuals may contribute different numbers
of measurements.

In principle, the approach can be extended
to three or more levels (e.g., repeated measures
nested within pupils nested within schools)
but in practice most applications are likely to
use only two levels. The method is more suit-
able for analysing models that include a small
number of variables selected on the basis of
theory than for exploratory analyses of many
variables.

As with SEM, to exploit the advantages of
multilevel modelling, health psychologists will
need to design their studies with this aim in
mind and learn to use specialist software. The
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most widely used packages are MLwiN and
HLM.

COMMON PITFALLS IN QUANTITATIVE
RESEARCH

In the quantitative research design section
above, four types of validity were described,
which must all be demonstrated before one
can generalize from the results of a particular
study to a more universal causal relationship
which obtains with other people, in other set-
tings and at other times (Shadish et al., 2002).
If any of these types of validity are not demon-
strated, any attempts to infer general relation-
ships from particular studies may be in error.
This section describes some of the more com-
mon pitfalls that can arise when the four types
of validity are not demonstrated.

Failure of Statistical Conclusion
Validity: Lack of Power

One way in which statistical conclusion validity
can be impaired is when multiple related null
hypotheses are tested, resulting in an inflation
of type I error to greater than than one chance
in twenty (see, e.g., Benjamini & Hochberg,
1995). However, a potentially much more per-
nicious problem is failing to accept the alterna-
tive hypothesis, that is a type II error, due to a
lack of statistical power (Wilkinson & the Task
Force on Statistical Inference, 1999). As has
been discussed above, although the probability
of a type I error is conventionally set at the 0.05
level, the probability of a type II error is almost
always much more. The probability of a type II
error depends largely on the size of the effect
the research is seeking to detect, and the sample
size employed.

In a classic paper, Cohen (1962) showed that
the median power of papers published in the
Journal of Abnormal and Social Psychology in
1960 was 0.46 for a medium-sized effect. That
is, assuming that the size of effects investigated
was medium (e.g., r = 0.3), the research
reviewed had only a 46 per cent chance of
finding a statistically significant result, and

therefore a 54 per cent of not finding such a
result. More recent research paints an even
more gloomy picture: in the Journal of
Abnormal Psychology in 1984, power to detect a
medium effect size was 0.37 (Sedlmeier &
Gigerenzer, 1989). Of particular relevance to
health psychology, estimates of power for the
journal Health Psychology in 1997 were 0.34 for
small effects, 0.74 for medium effects and 0.92
for large effects (Maddock & Rossi, 2001).

Lack of statistical power in health psychol-
ogy research will therefore often result in a fail-
ure to find a statistically significant result when
the null hypothesis is false. Such studies will,
on the average, be more difficult to publish,
due to the widely observed ‘publication bias’
against studies that do not obtain statistically
significant results: journals tend to publish
articles that obtain significant results, in prefer-
ence to those that do not (Rosenthal, 1979).
Aside from the waste of research effort this
entails, this ‘file drawer problem’ also results in
a distorted view of a research area, which can
create problems for narrative and systematic
reviews and meta-analyses (see Egger & Smith,
1998). Smaller studies that obtain significant
results are more likely to be published, in com-
parison with smaller studies that do not obtain
significant results, resulting in a misleading
impression being obtained of the extent to
which variables are associated and which treat-
ments are effective. Research in this ‘promis-
ing’ area persists until a larger study is
published, showing that a treatment is not as
effective as previously thought, and giving a
more accurate impression of the literature.
Meta-analysis can minimize this fluctuating
view of a research area by providing estimates
such as the ‘failsafe N’, that is the number of
studies with non-significant results that have
been conducted but not published, necessary
to reduce the estimated effect size to a non-
significant level (Orwin, 1983).

A possibly more unfortunate consequence
of low statistical power arises from researchers
attempting to find explanations for inconsis-
tent results based in psychological theory,
whereas the true explanation is simply lack
of statistical power. It has been argued that
people view randomly drawn samples as highly
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representative of the population, even when
samples are small (Tversky & Kahneman,
1971). A corollary of this is that people tend to
expect two samples drawn from the same pop-
ulation to be highly similar to one another as
well as to the population. Although this is true
for large samples, fluctuations in sampling
mean that it is not true for small samples. This
misplaced confidence in the representativeness
of small samples has been termed ‘belief in the
law of small numbers’ (Tversky & Kahneman,
1971). To illustrate their argument, these
authors presented a group of psychologists
with a series of scenarios concerning the likeli-
hood of obtaining statistically significant
results in replication studies, and found sys-
tematic overestimates of the likelihood of
replication. Of particular concern was the ten-
dency of this psychologist sample not to cor-
rectly attribute inconsistency in attaining
statistical significance to low statistical power,
but instead to search for other reasons for the
inconsistent results. More recent work has
suggested that these effects are more easily
obtained when the questions are framed in
terms of sampling distributions than fre-
quency distributions (Sedlmeier & Gigerenzer,
1997, 2000). However, the essential point
remains that due to low statistical power,
inconsistency in the health psychology literature
remains the rule rather than the exception.
Therefore, before searching for explanations
for inconsistent results based in theoretical
elaboration, or in sample or measurement dif-
ferences, the simplest and often best explana-
tion is likely to be low statistical power (e.g.,
Hall, French & Marteau, 2003).

Failure of Internal Validity:
Missing Data

The failures of statistical conclusion validity
just discussed have focused on instances of
inadequate statistical reasoning with inferen-
tial statistics. Another common failure is where
there are biases present in the data upon which
inferential statistical tests are conducted. These
biases can lead to a lack of internal validity.

One common source of bias is where there are
missing data, and more specifically, where the
missing data are not randomly distributed
across the specified sample. Another common
source of bias, low rates of responding, can be
thought of as being a special case of missing
data: here, entire cases are missing. In the con-
text of poor response rates, the advantages and
disadvantages of different methods of collect-
ing survey data have been systematically
reviewed (McColl et al., 2001), as has the more
circumscribed issue of increasing response
rates to postal questionnaires (Edwards
et al., 2002).

To deal with the more general problem of
missing data, several alternatives have been
proposed, each with their particular advan-
tages and disadvantages (see, e.g., Tabachnick &
Fidell, 2001: 57–125). The simplest approach is
‘case deletion’, where each case or construct
that contains missing data is deleted. This
approach should only be considered where
there is a small amount of missing data. Where
larger amounts of data are missing, this proce-
dure becomes quite inefficient, resulting in a
reduced sample size and hence loss of power
(Little & Rubin, 1987). Even when there is a
small amount of data missing, the dataset
should be scrutinized to ensure that where
data are missing, there are no obvious sources
of bias. Bias is likely to arise where some sub-
samples have yielded more missing data than
others. Here, some form of imputation of
missing values should be considered. The sim-
plest form of imputation occurs when data are
missing from a few items in a scale measuring
a specific construct, for example anxiety, and
the mean value of a sample is substituted for
the missing data. Although popular, this prac-
tice has little to recommend it, as although it
maintains the mean value for the sample, vari-
ances and intercorrelations between variables
are likely to be distorted (Little & Rubin, 1987).
A more defensible imputation is to use the
mean of those items for which data are avail-
able for each case, to replace the missing data.
However, despite its widespread use, there is
little evidence of the effects this procedure may
have, and as with all procedures for dealing
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with missing data, caution should be exercised
to ensure it does not introduce bias (Allison,
2001). Where constructs are assessed with only
single item measures instead of multiple items,
the practice of substituting mean values for
missing data is likely to lead to even more
severe bias. More complex versions of imputa-
tion have been developed, based on explicit
models of why the data are missing, and
should be considered (Schafer & Graham,
2002). In all cases, the following principles
should be borne in mind. First, prevention is
better than cure, and all feasible steps should
be taken to ensure complete data, particularly
in piloting materials and procedures. Second,
the procedures adopted to replace missing data
should be made explicit. Third, researchers
should examine the sensitivity of the results
obtained to the procedures employed, always
bearing in mind that any procedure for treat-
ing missing data, including case deletion, may
introduce bias.

Failure of Construct Validity: Lack of
Manipulation Checks

Having decided that appropriate statistical rea-
soning has occurred, and that no major sources
of bias have influenced this process of reason-
ing, researchers can then consider how their
findings relate to the wider health psychology
literature. Problems can arise at this stage when
the measures or manipulations used are given a
specific label, but where there is a discrepancy
between the label assigned and how it is
assigned in the rest of the research literature. For
instance, a ‘threat’ manipulation could attempt
to influence perceptions of the likelihood of a
particular outcome, by presenting information
about personal risk on the basis of individual-
ized assessment. An alternative would be to pre-
sent information about a particular population
from whom the research participant could be
considered an instance, for example ‘a female
smoker’, or ‘a smoker attending colon screening’.
Any of these ‘threat’ manipulations could be
presented using numerical information or
broader descriptive labels, which could be

framed in a multitude of ways (see Edwards,
Elwyn, Covey, Matthews & Pill, 2001; Kuhberger,
1998). A ‘threat’ manipulation could also describe
the presentation of information about the
severity of a particular outcome, in isolation or
in combination with any or all of the above.
Each of these manipulations may have quite
different effects. Researchers should therefore be
explicit about the nature of their manipulations,
and should in addition always employ measures
to ensure that their manipulations are having
the intended effects, and not plausible alterna-
tives. An intervention designed to alter cognitive
beliefs about outcome expectancies may have
unforeseen effects on response efficacy or emo-
tion, and vice versa. Similar issues apply to
the construct validity of measures as well as
manipulations.

Failure of External Validity:
Overgeneralization 

Having correctly labelled the construct to
which their findings relate, researchers must
consider the final issue that arises in interpre-
tation, namely how reasonable it is to assert
that these findings are general to other people,
settings and times. In our view, it is highly
optimistic to expect the findings of any one
study to be applicable to all humans in all situ-
ations at all times. Even highly replicated find-
ings in Western culture have often not been
found to hold in other cultures; for example,
many findings in attribution theory such as the
fundamental attribution error appear not to
apply in some other cultures (see Hewstone,
1989). Furthermore, in many areas of health
psychology, the success of interventions to
change behaviour by altering beliefs will
depend critically on the prevalence of particu-
lar beliefs, which clearly will vary between
groups, and across time. However, in positivist
and realist traditions, the extent to which any
set of research findings is general and the
search for theories that apply in as many
contexts as possible are central concerns.

Given the many pitfalls already described,
we believe that it is highly problematic to
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generalize even modestly from the results of a
single study. At a bare minimum, one would
hope to see a study replicated several times
before much confidence is expressed that any
set of findings applies generally. More specifi-
cally, as study findings may be unique to par-
ticular sets of respondents and measures,
replication with different populations and dif-
ferent experimental designs would encourage
confidence in the generality of findings. In par-
ticular, if one is attempting to show that two or
more constructs are causally related, a strong
case usually requires a demonstration that
manipulating one construct results in changes
in the other, in a theoretically predicted way.
A crucial development in the analysis of the
generality of findings has been the widespread
implementation of meta-analysis. In addition
to estimating the likely size of an effect across
studies, with confidence limits, meta-analysis
also allows an estimate to be made of the het-
erogeneity of research findings (Rosenthal &
DiMatteo, 2001). Such estimates typically
highlight the additional factors that impact on
the relationship between psychological con-
structs than the ones examined, even for well-
supported theories such as the TPB (Armitage &
Conner, 2001). At the risk of overgeneralizing
ourselves, we would advocate that any researchers
inclined to generalize from a set of findings
consider carefully the range of designs, inter-
vention materials, measures and populations
on which these findings are based. Even then,
we would recommend that researchers still be
cautious in making general statements cover-
ing even those areas that the research has
included in its scope.

INTRODUCTION TO THE PURPOSES
AND PHILOSOPHIES OF QUALITATIVE
RESEARCH

Widespread usage of the blanket term ‘qualita-
tive methods’ tends to give the impression that
there is a single philosophy that underpins the
wide variety of methods of qualitative data col-
lection and analysis. However, there is actually
a range of different approaches to undertaking

qualitative research, and the assumptions and
aims of these approaches can differ substantially
(Marecek, 2003). Before outlining the methods
of qualitative research, it is therefore necessary
first to consider the objectives and values of
the various approaches that may be adopted.
Moreover, since the aims and assumptions of
each approach differ, there can be no single set
of criteria for establishing the validity of qualita-
tive research (Barbour, 2001; Kvale, 1995;
Yardley, 2000). Consequently, this section briefly
describes the assumptions and aims of some of
the principal approaches to qualitative research,
and also outlines procedures for demonstrating
validity that are appropriate to each of these
different approaches.

Realist and Positivist Approaches 

Qualitative methods can be used by researchers
with realist or positivist assumptions and aims,
whose aim is to provide the most accurate
analysis they can of objective reality. These
researchers may turn to qualitative research in
order to explore and describe new phenomena,
for which no adequate theories or quantitative
measurement tools yet exist. Qualitative meth-
ods can also be used to carry out holistic analy-
ses of dynamic phenomena in ecologically
valid contexts, if it is suspected that it may not
be possible to model all the complex processes
and interactions between factors that may be
occurring in real-world situations using con-
trolled laboratory settings and quantitative
methods.

Realist or positivist qualitative researchers
must demonstrate the reliability and objectiv-
ity of their data and analyses. At the very least,
analyses should be supported by a clear ‘paper
trail’ linking the analyses to the raw data, so
that in principle an independent researcher
could confirm the links between data and con-
clusions. A more rigorous demonstration of
the reliability of the data can be accomplished
by ‘triangulation’ – comparing the descrip-
tions of phenomena derived from different
investigators, data sources or methods of data
collection, in order to converge on a verified
description (Huberman & Miles, 1994). If
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qualitative data have been systematically
categorized (e.g., by content analysis; see below)
then it is possible to calculate the ‘inter-rater
reliability’ of the categories used, that is the
degree of correspondence between the cate-
gories assigned to the data by two independent
raters. In addition, explicitly searching for and
analysing ‘deviant cases’ (instances that seem
to contradict or depart from the main inter-
pretation presented) can show that the analysis
is not based on a selective sample of data that
are consistent with the researcher’s argument.

Interpretive Approaches

For some investigators who question whether
there can be a single objective psychosocial real-
ity (see the earlier section on interpretive and
constructivist approaches), the purpose of qual-
itative research is to understand and convey key
features of subjective experiences and perspec-
tives – what life is like from the varied view-
points of the participants in the research project.
Qualitative methods lend themselves to this kind
of research because of the opportunity they typ-
ically offer participants to express themselves
freely in their own ways, and to vividly describe
their unique experiences in depth.

Since this approach assumes that the context
and perspective of each person will be some-
what different, if triangulation is undertaken
then the aim is to provide a rich multilayered
understanding of the topic as viewed from
different angles, rather than to converge on a
single description (Flick, 1992). Moreover, it is
assumed that the perspectives of the researchers
will themselves inevitably also influence how
they interpret the data. Consequently, instead
of seeking to develop reliable but rigid coding
methods that are relatively independent of
individual perspectives, researchers may con-
duct open discussion of the thinking con-
tributing to the interpretation, both during the
analysis and in the final report, in order to pro-
mote ‘reflexivity’, i.e. self-conscious critical
awareness of the way in which the analysis may
have been influenced by the researchers’ per-
spectives (King, 1996). The validity of the
interpretive analysis may also be enhanced by

seeking feedback from participants concerning
the extent to which the interpretation pro-
vides useful insights into their subjective
worldview.

Sociocultural Approaches

Constructivist researchers may adopt qualitative
methods in order to explore the ways in which
psychosocial phenomena are constructed through
social interaction, and in particular through
language. In this approach, meanings are viewed
not as subjective – internal to the individual –
but as ceaselessly produced and negotiated
through ultimately sociolinguistic activities,
such as explaining, defining, excusing, and so
on. Consequently, analysis of social interaction,
talk and written communication provides the
ideal method of examining the processes of
meaning construction.

Since all meanings are considered open to
reinterpretation in this approach, it is problem-
atic for constructivist authors to make strong
claims for the validity of their particular analysis.
Instead, the raw data on which an analysis is
based may be presented in the report, perhaps
including examples of deviant cases, to allow
readers to make their own decisions concerning
the persuasiveness of the analysis. Alternatively,
constructivist researchers may reflexively high-
light the limitations of their own interpretation
and suggest alternative perspectives (Lincoln &
Denzin, 1994).

Sociopolitical Approaches

For researchers who consider that the research
process should be a vehicle for immediate pos-
itive psychosocial change, qualitative methods
are sometimes seen as offering opportunities
to empower and engage with people who have
personal, practical knowledge of the topic of
research to a greater extent than is permitted
by methods in which the requirements for
scientific control restrict such participants to
the role of the passive objects of expert investi-
gation (Greenwood & Levin, 1998). The aims
of this approach to research can be to allow
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relatively disenfranchised people to voice their
views, or to enable participants to identify and
solve their own problems through collective
dialogue, action and reflection. Consequently,
the collective judgement of participants concern-
ing how meaningful and useful the research
process has been for them is more important
than any academic criteria for validity,
although additional benefits may be gained by
disseminating the results of the research
process in order to share and publicize the
experiences of the participants (Meyer, 2000).

While the distinction made here between
these four approaches serves to illustrate and
simplify the different ways in which qualitative
research is applied, in practice there are no
such clear divisions between approaches, and
researchers may adopt various combinations
of them. For example, researchers interested in
exploring subjective experience may also
attend to the sociolinguistic aspects of narra-
tive accounts of such experience, whereas
researchers seeking to promote the cause of a
disadvantaged group might nonetheless regard
it as important to show that their analysis is
verifiably grounded in objective empirical
data. Moreover, although some qualitative
analysis methods are particularly well suited to
serving particular purposes, there is no
straightforward correspondence between the
approach adopted and the methods of data
collection and analysis employed; focus groups
could be used to determine the attitudes of a
group of people, to explore subjective mean-
ings, to study conversational strategies, or to
promote group cohesiveness. This gives the
researcher considerable freedom to creatively
select and modify the methods that best suit
the purpose in hand, but also the responsibility
of ensuring coherence between the approach
adopted and the methods employed.

QUALITATIVE DATA COLLECTION

Interviews and Focus Groups

The most widely used and familiar means of
eliciting qualitative data is the semi-structured

or depth interview (Wilkinson, Joffe & Yardley,
2004). Whereas structured interviews, like
questionnaires, mainly comprise closed ques-
tions to which only a limited set of predefined
responses can be given (‘Is your health good/
fair/poor’?), semi-structured and depth inter-
views employ open-ended questions that invite
interviewees to talk in detail about what is
important to them (‘How do you feel about
your health?’). If interviewees are asked direct
or abstract questions (‘Why do you think that
treatment X is harmful?’) they tend to give
brief, defensive or socially desirable answers
(Hollway & Jefferson, 2000). To allow the inter-
viewee to give extended personal accounts of
their views and feelings, a good semi-structured
interview schedule consists of a small number
of questions that focus on the concrete life-
world of the interviewee (‘Tell me all about the
time you tried treatment X’). The key to carry-
ing out a good depth interview is therefore to
be a good listener; you should interrupt and
guide the interview as little as possible, but
encourage the interviewee to continue by using
appropriate non-verbal signals (e.g., nodding,
intermittent eye contact) and neutral responses
(‘that’s interesting’, ‘can you tell me more?’)
that convey non-judgemental attention and
empathy.

Focus groups have also become popular as a
means of eliciting qualitative data in a collec-
tive, group setting (Barbour & Kitzinger,
1999). The views expressed in group discus-
sion may differ in important ways from those
expressed in a one-to-one interview. If the
focus group consists of people with similar
experiences and views then participants may
feel more confident and able to express opin-
ions or reveal experiences that they might
have concealed in an isolated interview – but
it is equally possible that some participants
might be inhibited from revealing personal
information in a group setting, especially if
their views differ from those of dominant
members of the group. Moreover, group dis-
cussion is a process not simply of expressing but
of formulating views; through dialogue the par-
ticipants may arrive at quite different conclu-
sions or positions from those espoused initially
by individual members. In both interviews and
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focus groups it is therefore essential to consider
carefully how the relative social status (e.g., gender,
age, occupation) and relationships between all
the participants and the interviewer may affect
what is said.

Observation

Despite the freedom of expression that inter-
views and focus groups offer participants, both
methods involve a meeting and discussion
between people and on topics that are initiated
and partly controlled by the researcher. While
this permits the researcher to raise the issues
and speak to the people that are central to the
research, if contextual factors are considered
important (as they often are in holistic qualita-
tive inquiry) then it may be preferable to obtain
data using methods that preserve the context of
everyday life, that is by observing or recording
naturally occurring events, settings and conver-
sations. These methods can be extremely time-
consuming, but have the advantage of gathering
vast amounts of rich ecologically valid data.
Moreover, some directly observed phenomena
cannot be elicited by any method of data collec-
tion that relies on self-report, either because they
are not consciously registered (e.g., non-verbal
behaviour) or because participants are unable or
unwilling to provide an accurate self-report, due
to cognitive capacity or social motives.

One of the oldest traditions in qualitative
research is ‘ethnography’ or participant obser-
vation, which involves immersing oneself in a
group setting and observing the group’s social
activities and interactions in order to build up
an understanding of the cultural rules and
meanings of the group (Fetterman, 1998;
Savage, 2000). Participant observation can
pose difficult questions concerning how to
obtain informed consent from all those who
are observed without influencing the normal
flow of daily life, and how to get beyond the
assumptions of someone alien to the culture in
order to understand the insider’s perspective
and yet retain sufficient analytical distance to
critically evaluate what is observed. An alterna-
tive to participant observation is to carry out
non-participant observation or audio- or

video-recording. In this case, it is necessary to
minimize the impact of the recording process
on the setting and participants (generally the
impact lessens over an extended recording
period), and to ensure that the recorder,
whether human or technological, will be able
to capture the data of interest; for example,
that important activity does not take place out
of the view of the camera, that conversations
are audible, or that the observer has sufficient
time to note the events that must be recorded
(Ratcliff, 2003).

Additional Considerations When
Collecting Qualitative Data

Written and photographic records can also
serve useful purposes in qualitative research.
Analyses can focus on pre-existing records,
such as medical notes or reports on health-
related issues in the media. Answers to open-
ended questions administered by questionnaire
or over the internet can provide qualitative
data when it might be difficult to conduct
a face-to-face interview, perhaps because
respondents are geographically dispersed, or
because the topic is so sensitive that anonymity
may be preferred by interviewees. Diaries or
written reports of thought processes allow par-
ticipants to record details of their subjective
experience in situations that the researcher
cannot easily access (e.g., at work, or while par-
ticipating in an experiment), and may be more
accurate than retrospective recall.

Of course, not everyone is able or willing to
provide detailed written descriptions of their
experiences, and so it is important to be aware
that relying on written replies to questions
might systematically exclude particular types
of people from the sample, such as those who
have little spare time, no access to the internet,
poor eyesight or manual dexterity, or cannot
write easily in English. In qualitative research it
is not necessary to obtain a statistically repre-
sentative sample because the results are not
statistically generalized to a wider population.
Nonetheless, if the researcher wishes to claim
that the findings of the study have theoretical
or practical significance beyond the particular
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setting of the study, it remains important that
the sample is clearly defined and contains all
those people whose particular situations are
considered relevant to the topic investigated.
Many researchers therefore use ‘purposive’ or
‘theoretical’ sampling to ensure that the rele-
vant range of people is included in the study,
using theoretical grounds to decide whether
the most relevant factors are demographic or
health characteristics, or views, experiences
and behaviour. For example, when studying
views of a treatment, it might be important to
include both people who did and those who
did not adhere to the treatment, of different
ages, and at different stages of the disease.

METHODS OF QUALITATIVE ANALYSIS

Although the four different approaches to qual-
itative research described above do not map in a
straightforward manner on to procedures for
analysis, different types of analysis serve some
purposes better than others. Broadly speaking,
thematic analysis and content analysis are useful
for systematically identifying, categorizing
and describing patterns in qualitative data
that are discernible across many respondents.
Phenomenological analysis and grounded theory
are well suited to exploring subjective experi-
ence and developing new theory. Discourse
analysis and narrative analysis are commonly
used to analyse the sociolinguistic construction
of identity and meaning. While these three
broad headings will be used to organize the brief
overview below of some of the most widely used
methods of qualitative analysis, there are of
course many other methods that could not be
covered here: indeed, new methods of analysis
are constantly being created and disseminated.
Moreover, researchers can adapt and combine
these forms of analysis flexibly in the context of
their particular objectives; for instance, narra-
tive analysis may be undertaken from a phe-
nomenological or psychoanalytical perspective
to explore subjective experience, while content
analysis may be employed to identify common,
rare or co-occurring forms of discourse for sub-
sequent analysis (Wood & Kroger, 2000).

Thematic Analysis and
Content Analysis

Content analysis is a method for categorizing
and then counting particular features of a
qualitative dataset (Bauer, 2000). Thematic
analysis is similar to content analysis, but
places less emphasis on development of a reli-
able quantification of the categories or
‘themes’ identified, and more emphasis on
qualitative analysis of these themes in context
( Joffe & Yardley, 2004).

The process of categorizing the qualitative
data involves developing and applying codes to
label the features of the data that are of interest.
Either ‘deductive’ codes derived from pre-existing
theory and research are applied (e.g., previously
validated categories of coping strategies), or
‘inductive’ coding categories are newly created
in order to designate emerging patterns or
themes identified from examination of the data
(Boyatzis, 1998). Developing and applying
codes is relatively straightforward if the features
of interest are ‘manifest’ or directly observable
characteristics of the data, such as particular
words in a written text, particular discursive fea-
tures in a dialogue (e.g., questions), or particu-
lar physical actions in a video sequence.
However, it is usually more analytically mean-
ingful to categorize ‘latent’characteristics common
to a wide range of expressions or actions. For
example, latent coding may be used to label as
‘coping strategies’ all references by interviewees
to coping behaviour, which may be described in
very different ways, generally without employ-
ing the word ‘cope’ at all.

Considerable effort is required to develop
codes for latent characteristics that can be reli-
ably applied. A coding ‘manual’ (or ‘frame’) is
created that contains the label for each code, its
definition, and usually examples of what
should and should not be coded with this
label. As the codes are applied to the data it
may become necessary to split codes that are
too heterogeneous, to combine related codes,
or to create subcategories of broad categories.
To establish the reliability of the coding system
(which is essential if strong claims for objectivity
are to be made, or numerical analysis under-
taken), two people then independently use the
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manual to apply the codes to a sample of data,
and the correspondence between the raters’
codes is calculated (ideally using Cohen’s
[1960] kappa). If the calculated inter-rater reli-
ability is low (i.e., kappa less than 0.60) then it
is necessary to discuss and resolve coding dis-
agreements, clarify the definition of the code
in the manual, and repeat the test of inter-rater
reliability on a new data sample.

Once all the data relevant to the research
questions are coded, thematic analysis involves
describing the coded themes and exploring
their significance by systematically examining
the contexts in which they occur and the links
between them. In content analysis, numbers
can be given to the codes (provided that only
one code has been assigned to each data seg-
ment), thus transforming the qualitative mate-
rial into categorical data that can be analysed
using appropriate statistical tests to compare
groups or test associations.

Phenomenological Analysis and
Grounded Theory

Phenomenological analysis has its roots in
a longstanding philosophical tradition of
inquiry into the nature and content of subjec-
tive experience. A good analysis can vividly
convey the subjective perspectives of the par-
ticipants and go beyond existing taken-for-
granted understandings to suggest new
insights and avenues for inquiry. There is no
prescriptive method of analysis, since greater
emphasis is placed on producing original,
thought-provoking and compelling insights
than on following particular methodological
procedures. Nonetheless, most phenomeno-
logical research involves collecting detailed
accounts of an experience, abstracting and
describing the key meanings in these accounts,
and using these abstracted features as a basis
for providing an interpretation of the experi-
ence, often relating this to fundamental philo-
sophical and psychosocial theory (Creswell,
1998; Giorgi & Giorgi, 2003; Smith, Jarman &
Osborn, 1999).

A more clearly defined set of procedures for
developing theoretical interpretations from

empirical data is provided by grounded theory
(Chamberlain, 1999; Rennie, 1998; Strauss &
Corbin, 1990). In grounded theory, data col-
lection and analysis are carried out concur-
rently, since analysis guides further data
collection. An initial dataset can be derived
from any relevant sources, and can include any
type of qualitative data. Codes or categories to
describe these data are first generated by ‘open
coding’, which entails labelling data segments
using words and phrases that are closely
related to the content, and may actually be
based on the words used by participants. The
aim is to ground the classifications in a careful
inductive description of the data rather than
prematurely imposing pre-existing abstract
conceptual categories on them. The ‘constant
comparative method’ is central to the process
of refining the codes and building a theory of
how they are related. Exhaustive comparison
between each coded data segment helps the
researcher to identify the similarities and dif-
ferences between each instance of a particular
code, relative to other instances of that code
and to instances of different codes. The process
of theory building is further assisted by persis-
tently questioning the data and interpretations
of them, and drawing diagrams of how codes
may interrelate. A thorough paper-trail to doc-
ument the path from data to interpretation is
maintained by these codes and diagrams, and
by recording ‘memos’ of the emerging concepts
and hypotheses that are shaping the analysis.

Once a tentative understanding of the data
has been developed, ‘theoretical sampling’ is
used to identify further participants able to
provide data that will be particularly useful for
testing, extending and modifying the emerging
theory. For example, if it appears that a good
relationship with the therapist is an important
influence on subsequent adherence to therapy,
this can be ‘verified’ by explicitly sampling
people with a poor relationship with their
therapist, in order to clarify under what
circumstances this does or does not lead to
non-adherence. As analysis progresses, the ini-
tial grounded categories are subsumed into
a smaller set of more abstract ‘axial’ codes,
the properties of these codes and relation-
ships between them are elaborated, and their
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relationship to existing concepts and theories
is considered. When further sampling no
longer reveals new ideas or relationships that
prompt further revision of the codes or the
theory then ‘saturation’ is said to have
occurred, and no further data are required.
Finally, an overarching theory or ‘core cate-
gory’ is created that integrates the entire set of
relationships between the categories into a
single coherent interpretation.

Discourse Analysis and
Narrative Analysis

Approaches to discourse analysis can be
broadly grouped into those that focus on the
process of how meaning is created in everyday
interaction, and those that analyse the socio-
cultural context and effects of the product or
elements of talk, that is the origins and func-
tions of the concepts and linguistic categories
dominant in contemporary social usage (Taylor,
2001). Analyses of the product or elements
of talk typically draw on poststructuralist
and critical theory to examine how social and
linguistic structures and practices both con-
struct and are maintained by the categories
and meanings that we take for granted. Some
analyses focus on concepts or terminology
widely used in the public domain; for example,
the analyst might consider the way in which
the identities and behaviours of particular
groups in society may be defined and regulated
by notions of ‘risk’ or of ‘disability’. Some
analyses are based on published material (e.g.,
health promotion campaign posters) or on
samples of talk or text recorded in daily life
(e.g., e-mail exchanges) or elicited in inter-
views or focus group conversations (Willig,
1999). There are few methodological restric-
tions or indeed guidelines associated with this
kind of discourse analysis. However, in order
to undertake a well-informed analysis of the
sociocultural origins and implications of dis-
courses it is necessary to be familiar with rele-
vant sociocultural theory and research, much
of which may be located in the sociological,
anthropological, feminist or philosophical
literature.

Analyses of the processes whereby meanings
are actively constructed in talk are based on
very detailed transcriptions of tape-recorded
segments of talk that contain the discursive
actions of interest. The analyst identifies the
discursive strategies whereby social actions are
successfully accomplished by meticulously
attending to the immediate effect of each lin-
guistic move on the next turn of the conversa-
tion, by making comparisons with segments
of dialogue in which the action was not
successfully accomplished, and by drawing on
previous analyses in which similar strategies
have been described (Wood & Kroger, 2000).

Narrative analysis focuses on how identity
and meaning are constructed by individuals in
their accounts of their lives (Murray, 2003).
The analysis may examine how elements of the
traditional story form are used to give a mean-
ingful structure and coherence to subjective
experience, or how the narrative is used to rep-
resent the narrator in a particular identity or
role. A key feature of narrative analysis is that
it preserves the unity and sequencing of what is
said, rather than extracting themes or segments.
This makes it ideal for understanding the
unique and often poetic ways in which indi-
viduals can make sense of the complexities and
contradictions in their lives.

Practicalities of Carrying Out
Qualitative Research

A common misconception about qualitative
research is that the research can or even should
begin without a clear research objective, and
simply ‘explore’ an ill-defined topic. While quali-
tative researchers seldom formulate hypotheses
as to anticipated findings, and may well alter
the focus of their research as their study pro-
gresses, a well-designed qualitative research
project should commence with relatively pre-
cise and realistic objectives concerning the type
and scope of the understandings that are to be
gained from the research, and the methods by
which these will be attained.

It is vital to be aware that qualitative research
is extremely time-consuming in comparison
with survey methods; sufficient time and
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personnel must therefore be allocated for
carrying out in-depth interviewing or observa-
tion, detailed transcription, and coding.
Although a range of computer programs are
now available to assist with analysis, these simply
facilitate the process of systematic comparison
between coded data segments and do not reduce
the time and mental effort that must be devoted
to interpreting the data (Gibbs, Friese &
Mangabeira, 2002). While the time taken varies
according to the method used, as an approxi-
mate guide for each participant 1 day should be
allowed for arranging and carrying out data
collection, and between 2 and 4 days for tran-
scribing and coding the data.

It is also necessary to appreciate that quali-
tative research can pose particular ethical
problems. Although qualitative research is some-
times represented as egalitarian – providing
participants with an opportunity to express
their viewpoints – participants are seldom
given any real control over the analysis that is
disseminated, which may contain interpreta-
tions and conclusions that participants would
not support (Burman, 2001). Moreover, the
more intimate relationships that may develop
between participant and researcher can actu-
ally make it more difficult for participants to
resist invitations to reveal personal informa-
tion that they would rather have not disclosed.
An important related consideration is that it
can be extremely difficult to preserve anonymity
and confidentiality when reproducing accounts
of unique personal experiences given by par-
ticipants from a relatively small, identified
population, such as patients with spinal cord
injury admitted to a certain hospital in a
certain time period.

HEALTH SERVICES RESEARCH

What Is Health Services Research?

There is a variety of definitions of health ser-
vices research (HSR), but most share the core
idea that HSR is concerned with the identifica-
tion of health care needs, and the study of how
health services meet them. One example would

be the need to identify cancers at an early stage,
while they are likely to respond better to treat-
ment, and how well population screening
services lead to the successful identification
and treatment of such cancers in all sections of
the population. The other central feature of
most definitions of HSR is that it is multi-
disciplinary: to meet the aims implicit in the
definition of HSR given, health psychologists
need to work alongside researchers from many
disciplines, including the biomedical sciences,
epidemiology, economics, and statistics, as well
as other health professionals and social scien-
tists. It is also increasingly likely that to answer
many applied health care problems, health
psychologists will find themselves working
with researchers who do not share their philo-
sophical approaches to research. Although this
has the undeniable potential to lead to prob-
lems between researchers, it also allows for a
wider understanding of an applied issue to be
obtained, owing to the multiple perspectives
that can be taken.

An Example of Applying Qualitative
and Quantitative Research

To bring together the material discussed in dif-
ferent parts of the chapter, this section outlines
how the four main philosophical approaches
described so far each lead to a different research
focus, employing both qualitative and quantita-
tive approaches. Although these approaches
are discussed separately to help clarify the dif-
ferences in approach, in practice a researcher
may adopt several approaches. For another
example of how different philosophical
approaches lead to different research ques-
tions, see Yardley and Marks (2004).

The topic considered here is the delivery of
effective interventions to prevent weight gain
in middle life through increasing physical
activity, and hence reduce the incidence of
obesity. In all Western societies, obesity is an
increasing health problem. It is generally
agreed that this is not primarily due to a
change in diet: the average amount of calories
consumed per person appears to be less than
50 years ago. Rather, the increase in obesity
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appears to be largely due to a marked decrease
in physical activity (Prentice & Jebb, 1995).
One reaction to this has been to conduct trials
to increase physical activity in groups of indi-
viduals at particularly high risk, such as the
ProActive trial for offspring of people with
type II diabetes (Kinmonth et al., 2002).

Positivist approach

This approach was characterized earlier as being
less concerned with the reality of theories and
constructs, but more focused on their utility
in guiding research and intervention. Within
health psychology, research using the TPB
(Ajzen, 1988, 1991) has maintained a strong
focus on prediction (see Armitage & Conner,
2001). A currently vigorous line of research con-
cerns how prediction can be improved by
including past behaviour (Ouellette & Wood,
1998), as well as further constructs such as
moral norms and anticipated regret (reviewed
by Conner & Armitage, 1998).

The causal implications of the TPB have
received less attention (Sutton, 2002). Thus,
despite the now excellent evidence that TPB
constructs are good predictors of intentions to
perform a behaviour, and of behaviour itself
(Sutton, 1998), the evidence from intervention
studies that changes in TPB constructs lead to
changes in behaviour is still meagre (Hardeman
et al., 2002). More to the point, although there
are a few instances of successful experimental
manipulations based on the TPB, there are
even fewer that attempt to test the causal rela-
tionships proposed. For example, do attitudes
(mediated by intention) influence behaviour
more than behaviour influences attitudes?
(For an exception see Armitage & Conner,
1999.)

Another issue that does not seem to have
arisen in much TPB research concerns the real-
ity of the constructs (see Johnston et al., 2004,
Chapter 13 in this volume). It is asserted that
attitudes to any behaviour the researcher is
interested in can be measured (Ajzen &
Fishbein, 1980), but the question of how real
these constructs may be has not been investi-
gated. It is far from clear that people possess
attitudes towards, for example, eating certain

foods or that they have beliefs concerning how
people that are important to them would view
them eating these same foods.

By avoiding issues such as the reality of con-
structs and the causal implications of the
theory, much research using the TPB can be
considered as a good exemplar of a positivist
approach. Thus, an example of a positivist
approach to studying low levels of physical
activity would be a TPB study that attempts to
predict this behaviour from TPB constructs.

Realist approach

By contrast, a realist approach to the same
problem would have a different focus.
Assuming that the TPB constructs are shown
to reliably predict physical activity (as indeed
they do: see Blue, 1995; Hagger, Chatzisarantis &
Biddle, 2002; Hausenblas, Carron & Mack,
1997), a realist would then be concerned to
identify why these constructs are predictive.
What is the explanation for the observed rela-
tionships? That is, what is it about having a
positive attitude towards being physically
active that leads to an increase in physical
activity? Such an explanation is likely to
involve descriptions of causal relationships
between further theoretical entities. Other
issues such as the reality or otherwise of TPB
constructs, and the causal ordering of these
constructs, would also be of more interest to a
realist than a positivist.

However, there are clearly some similarities
between the positions labelled ‘realist’ and
‘positivist’ here. These labels can be considered
as extremes along a continuum of ‘scientific’,
usually quantitative, approaches to health psy-
chology. What these approaches would also
share is an interest in attempting to manipu-
late psychological constructs, such as those in
the TPB, to see if a change in levels of physical
activity can be brought about. A realist would
be more concerned with the reality of con-
structs, and why they are related. Nevertheless,
researchers from both realist and positivist
perspectives would approach this issue with
the reductionist strategy of attempting to iden-
tify discrete, atomistic ‘constructs’, which can
be measured and manipulated.
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Interpretive approach

The reductionist aims just described would
not be shared by a researcher taking an
interpretive approach. By contrast, such a
researcher would be more interested in elicit-
ing vivid descriptions of subjective experi-
ences, which could help those designing
interventions to understand the participants’
perspectives on experiences such as participat-
ing in an intervention to promote physical
activity. Thus, although participants may give
reasons for not being physically active, from an
interpretive perspective, these reasons are not
assumed to provide a causal explanation for
their behaviour, since participants may not be
aware of or report factors, such as habit or
social influence, that actually influence their
behaviour. Rather, these reasons provide a
valuable insight into the social and personal
meanings associated with obesity-related
interventions. For example, positivist and real-
ist research might show that low perceived
control over eating behaviour was related to
intervention outcome. In-depth interpretive
qualitative research might complement this
finding by shedding light on this experience of
helplessness with regard to eating. Moreover,
such analysis could identify potentially impor-
tant differences in the meanings and experi-
ences of subgroups of participants, such as
differences associated with gender, socioeco-
nomic status, age or ethnicity. For instance, it
might emerge that for those with a lower
socioeconomic status, perceived low control
over eating healthily is associated with a fatal-
istic view of human nature and the relative low
cost of less healthy food. In contrast, the same
predictive variable in those with a higher
socioeconomic status might instead be attrib-
uted to an occupational and social lifestyle that
involved frequent eating out or use of pre-
prepared meals to save time.

In summary, the sorts of information that
will be yielded by research taking this approach
is likely to be accounts of the meanings of dif-
ferent activities for different people’s identities
and lifestyles, and an understanding of differ-
ences in the assumptions and perspectives of
researchers and research participants.

Constructivist approach

Researchers adopting a constructivist approach
are also likely to use qualitative methods. This
might involve examining dialogue in social
interactions – for example, to identify ways in
which talk is used to construct the idea that
increased physical activity is desirable and
necessary, and to suppress alternative ways of
construing the situation of the obese individ-
ual. These processes could be linked to analy-
sis of how questions of social accountability,
such as blame and guilt, are managed in inter-
actions related to reducing obesity. Adopting a
‘critical’ stance, a constructivist might ‘decon-
struct’ the concept of obesity prevention,
questioning definitions of ‘normal’ or ‘irre-
sponsible’ eating behaviour, or challenging
the construction of obesity as the conse-
quence of a failure of control by the
individual over eating behaviour, rather than
as the consequence of social policies and
practices (such as replacement of manual
with sedentary work, and the dominance of
motorized over pedestrianized ways of life).
In summary, aims of critical constructivist
analyses might include analysing how power
is negotiated in interactions between pro-
viders and recipients of interventions, ques-
tioning the functions of the discourses and
social practices surrounding obesity and its
management, and allowing the recipients of
interventions to voice their views and reflect
upon how these may relate to their own aims
and agendas. Like the interpretive approach,
this type of analysis can serve the valuable
function of revealing the implicit assumptions
and aims of the providers of the interventions
and how these may differ from those of
participants.

Health Services Research:
Multidisciplinary and
multiple approaches

The example just discussed has hopefully high-
lighted some of the key characteristics of HSR.
The background to the issue of lack of physical
activity leading to weight gain in Western
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populations has been derived from epidemio-
logical studies. The positivist and realist
approaches take as their broad aims the predic-
tion and explanation of physical activity, with a
view to intervening to promote physical activity.
The interpretive approach aims to highlight the
personal and social meanings attached to physi-
cal activity and participation in a trial to pro-
mote physical activity. The constructivist
approach aims to investigate the functions of
discourses and practices related to physical activ-
ity and obesity, on the part of physicians,
patients and researchers. These multiple
approaches can then be used to inform the desir-
ability and effectiveness of any changes in physi-
cal activity likely to be brought about if the
intervention was more widely implemented. The
evaluation of the intervention would depend on
not only these considerations, but also the likely
reduction in disease and ill-health, based on epi-
demiological models of how increases of physi-
cal activity are likely to affect prevalence of
disease. Economic considerations will also be
relevant, balancing the likely individual and
population benefits against the costs of any
intervention, and specifically against the oppor-
tunity costs of benefits that are likely to accrue if
the money that could be spent on such an inter-
vention was spent on other health care services.
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INTRODUCTION

Health psychology examines psychological and
behavioural processes in health, illness and
healthcare. Its measures are distinguished by
the nature of the theoretical frameworks and
questions addressed, by the diversity of mea-
surement methods used, and by the context of
the applications. Most measurement issues in
health psychology are similar to those in other
areas of psychology and are characterized by
the problems of assigning numbers in a mean-
ingful way to behaviour and mental states (see
Anastasi & Urbina, 1997, or Johnston, Wright &
Weinman, 1995, for a simple introduction for
non-psychologists).

This introductory section describes what is
currently being measured, before dealing with
general measurement issues in health psycho-
logy. In the following sections, some of the
measures used in the common areas of investi-
gation are presented. We start with the assess-
ment of healthy individuals, followed by
measures used with people who are ill, then
examine the measures adopted with providers
of care, and finally discuss outstanding
measurement issues and challenges.

What Is Currently Being Measured?

In the final quarter of the twentieth century,
there was a massive expansion in the number of
empirical studies in health psychology and in
the range of constructs measured. In order to
be able to describe what is currently measured
in health psychology investigations, we system-
atically reviewed all primary empirical publi-
cations for the year 2001 for the journals of the
three largest English language health psychol-
ogy organizations: the American Psychological
Association’s Health Psychology (HP); the
European Health Psychology Society’s Psychology
and Health (P&H); and the British Psycho-
logical Society’s British Journal of Health
Psychology (BJHP). While these papers can
safely be characterized as health psychology,
they may be a biased sample as they omit
papers published in other psychology journals,
medical journals or interdisciplinary journals in
behavioural medicine, psychosomatic medicine
and social medicine.

The review is based on a total of 97 papers, 38
from HP, 36 from P&H and 23 from BJHP.
The papers are listed in the Appendix. When
referred to in the text they will be marked*.
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Assessment and Measurement in
Health Psychology
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Approximately half of the papers (52) described
studies of healthy people, 39 studied people who
were ill (including 11 investigations of the
process of healthcare) and 8 included studies of
people giving formal and informal healthcare.
This distribution is likely to overestimate studies
of healthy people as more studies of illness and
healthcare appear in medical and interdiscipli-
nary journals. The measures used are described
in the sections dealing with measures in healthy
people, ill people and carers.

Theoretical Frameworks and Questions
Investigated

Effective measurement depends on clear defi-
nition of the constructs to be measured and
clarity about the questions being investigated.
Constructs are normally defined within a the-
oretical framework (either explicit or implicit)
and this framework will be critical in assessing
the validity of measurement. The research
questions further constrain the domains and
time frames within which psychometric prop-
erties such as validity, reliability and sensitivity
are evaluated.

Health psychology measurement is under-
taken in order to understand behavioural and
psychological processes in health, illness1 and
healthcare. The purpose may be research or
application, especially in the fields of public
health or clinical medicine. Measures are used
to address three main theoretically based ques-
tions concerning:

• the assessment of psychological and behav-
ioural indices of the status or amount of
health, illness or healthcare

• the assessment or evaluation of the psycho-
logical and behavioural consequences of
health, illness or healthcare

• the assessment of psychological and behav-
ioural factors as predictors or explanations
of health, illness or healthcare.

Measurement Approaches

As a result of the types of application, a wide
range of measurement strategies or approaches

is necessary. Health psychology investigations
may include any of the following types of
assessment to achieve measurement:

• interview, e.g., demographic information,
self-report of behaviour, beliefs or feelings

• questionnaire, e.g., standardized measures of
individual differences such as optimism or
coping

• observation of behaviour, e.g., perfor-
mance of self-care

• psychophysiology, e.g., cardiovascular
reactivity to stressors

• clinical indices, e.g., pulse rate, tempera-
ture, death

• pathophysiological indices, e.g., brain scan,
blood cell counts

• information from healthcare records, e.g.,
attendance at clinics, prescribed medication.

Interviews

Interviews, or interviews incorporating ques-
tionnaires, are a common method of collecting
data from people who are undergoing health-
care or who are ill. Interviews can help to stan-
dardize the presentation of the measurement
materials in a way that could not be achieved
in routine clinical assessments. They can also
motivate and facilitate responses to long ques-
tionnaires, while at the same time being sensi-
tive to fatigue especially in people who are ill.
Clearly interview techniques can also be a
source of both systematic and unsystematic
error, if interviewers vary or if an interviewer’s
behaviour is variable, respectively.

Interviews can result in very diverse kinds of
data, which should reflect the philosophical
basis of the research being undertaken, and the
specific research question (French, Yardley &
Sutton, 2004, Chapter 12 in this volume). They
may consist wholly or partially of closed pre-
coded questions or they may contain open
questions that require later coding or inter-
pretation. Some interviews may reproduce the
format of a standardized interview while others
use newly designed questions.

Open questions on interviews and on ques-
tionnaires require subsequent work by the inves-
tigator in order to interpret the data and provide
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a basis for measurement. Some qualitative
methods are used to explore new domains of
investigation by examining the predominant
themes emerging from responses using a vari-
ety of techniques and theoretical frameworks
(e.g., Michie, McDonald & Marteau, 1996).
These analyses can provide useful insights and
may form a basis for the development of
hypotheses or of measures that can be satisfac-
torily validated. However, if evidence of the
replicability of the methods and findings is
desired, other approaches are necessary to pro-
vide even the most basic level of measurement.
The minimal level of measurement enables the
investigator to classify a response as belonging
to a specified category or not. For example, in
interviews with patients with motor neurone
disease, a question about who was with them
when they were told was reliably categorized as
‘told alone’ or ‘with someone present’
( Johnston, Earll, Mitchell, Morrison & Wright,
1996). Without at least nominal or categorical
measurement it is impossible to establish the
reliability, validity, frequency, associations,
consequences or causal status of the phenom-
ena investigated.

Normally investigators develop a coding
frame from preliminary work with a subset of
the data or from a pre-existing theoretically or
empirically based framework. For example, the
CAVE (Peterson, Buchanan & Seligman, 1995)
codes spontaneous utterances in terms of the
attributions presented and classifies the mater-
ial in terms of the respondent’s explanatory
style, while Pennebaker, Mayne and Francis’s
(1997) LIWC is a computer program which
searches for key words reflecting the individ-
ual’s attempts to find meaning. A group of four
papers using different coding frames to analyse
the same interview material (Folkman, 1997;
Nolen-Hoeksema, McBride & Larson, 1997;
Pennebaker et al., 1997; Stein, Folkman,
Trabasso & Richards, 1997) illustrates the
diversity of coding approaches that can be
applied to spontaneous responses to open
questions. This kind of coding frame guides
the allocation of a code to the responses. It is
then possible to examine the reliability of
the coding by comparing coders or the same
coder on different occasions or on different

parts of the data. Reliable data can then be
investigated using appropriate statistical
methods to examine the research questions.

The most widely known example of a com-
pletely standardized interview in health psy-
chology is the Structured Interview for the
Assessment of Type A Behaviour (Friedman &
Rosenman, 1964) where both the content and
the style of delivery of the questions are stan-
dardized, as is the method of coding responses;
both interviewers and coders require training
and need to meet an acceptable standard of
agreement with benchmark ratings. These rat-
ings depend both on the content and on the
style of response. More recently, a modified
version of this interview has been used to
assess hostility (Haney et al., 1996), and Low
et al. (2001*) use a videotaped version of this
clinical interview. Where interview responses
take a pre-coded closed format, then coding
responses is not an issue. Scoring and measure-
ment then depend on the same psychometric
issues as apply to questionnaires.

Questionnaires

Questionnaires are widely used in health
psychology to assess beliefs, attitudes, knowl-
edge, mood, indices of individual differences,
experience of healthcare, health related behav-
iours, adherence to medical advice, and so on.
We have described and evaluated over 50 such
measures in a user’s portfolio of health psy-
chology measures, which provides a fuller
account of the measures and their use
( Johnston et al., 1995).

Such easily accessible measures can appear to
the novice health psychology investigator as an
attractive display of off-the-shelf techniques
that can solve many of the problems in research
design. However, there are a number of pitfalls.
First, the measures vary in the quality of their
psychometric properties (for a general discus-
sion, see Kline, 2000). There are measures that
have insufficient items to achieve satisfactory
reliability, and for some the reliability may not
even have been assessed. Internal consistency
should be reported and, where appropriate,
evidence of test–retest and inter-rater reliability
should be provided. Measures should also have
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demonstrated validity. Validity is normally
conceptualized within a theoretical framework
that defines the content of the construct being
measured, as well as which other constructs it
should, and should not, be associated with. A
second pitfall for the naive researcher is the use
of measures outside the theoretical framework
of their development and validity. It can be
perplexing when a series of quite different
measures all seem to be relevant to the same
domain, but this can often be explained in terms
of the underlying theoretical framework. For
example, many measures assess control cogni-
tions; however, some of these are directly associ-
ated with Rotter’s (1996) social learning theory,
others are related to Bandura’s (1977, 1997)
social cognitive model, and others arise from
attribution theory (Weiner, 1986). Empirically,
the measures arising from the different theoret-
ical approaches function as distinct statistical
entities (Bonetti et al., 2001*). While this estab-
lishes that the measures are discriminable, it
does not indicate that they measure the defined
theoretical constructs. The investigator should
ensure that the measures chosen are compatible
with the theory guiding the research. A third
pitfall lies in the use of measures with popula-
tions for which they were not designed. For
example, it may be tempting to use a test vali-
dated with adults in work with children or to
use assessments shown to be valid with ill
people in a study of a healthy community based
sample. Clearly it is important that measures are
acceptable and applicable to the population
being investigated: measures are not validated
for once and for all, they are validated for a
specific purpose with a specific population.

There are of course even greater hurdles in
designing new measures that have no previous
development, evaluation or normative data,
but this may prove necessary for exploration of
new constructs, theoretical approaches or
applications. It is helpful if the theoretical for-
mulation guides the development of measures,
as was done for the theory of reasoned action
(Fishbein & Azjen, 1975) and the theory of
planned behaviour (Ajzen, 2002). In the review
of 2001 papers, these theoretical frameworks
were by far the most commonly used in creat-
ing situation or behaviour specific measures,

being used nine times in the 97 papers in
assessing health related cognitions. However
the content and format of new questionnaires
are likely to begin with pilot or exploratory
work, often using qualitative methods of data
collection (Walker, Grimshaw & Armstrong,
2001*; Schooler, 1998) to identify salient mate-
rial. For example, in developing a measure of
perceived control of recovery from disabling
disease, we started with spontaneous com-
ments by patients which were subsequently
evaluated using standard reliability analyses
and tested for construct validity (Partridge &
Johnston, 1989). Issues of measurement and
scaling are considered more fully in the final
section of this chapter.

Observation of behaviour

Where the construct being measured is behav-
iour, then ideally observations of behaviour
should be undertaken. However this is not
always possible and self-report is often used as
a proxy measure (e.g., Jones, Abraham et al.,
2001*; Seeman, Lusignolo, Albert & Berkman,
2001*). Observations may be made by health
professionals, such as the clinical assessments
frequently used in studies of preparation for
surgery (e.g., Anderson, 1987), by members of
the target person’s household as in studies of
smoking, or by the investigators as in the obser-
vation of limitations in the performance of
daily activities following illness (e.g., Johnston,
Morrison, MacWalter & Partridge, 1999). Some
behaviours are systematically and routinely
recorded, for example health professional
absenteeism (Westman & Etzion, 2001*).

Observations may be limited by the
observers’ ability to see the full range of the
behaviour. Most health professionals will see
the patient for quite short periods and even
nursing staff are typically limited to 8 or 12
hours per day. Lack of concordance between
self-report and the observation of the profes-
sional may therefore be due to limitations in
their observations as well as the noted prob-
lems in self-report. Nurses assess surgical
patients as having more emotional problems
than the patients report and are less accurate at
pinpointing patients’ emotional problems than
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are other patients ( Johnston, 1982), perhaps
because of the limited interactions they have
with patients. Patients and the doctors caring
for them may or may not see the stress similarly
(Heijmans et al., 2001*). Different health
professionals perform different tasks and have
very different styles of interaction with patients
and this may result in systematic, rather than
just random, variations in the assessments
made by different professionals ( Johnston
et al., 1987). Thus the choice of observer may
critically affect the results obtained.

Members of the individual’s household or
social network may also be limited in the obser-
vations they can make. Very often they are
involved in assessing performance of undesir-
able, health damaging behaviours such as smok-
ing or consumption of fatty food, or adherence
to a recommended medication, diet or exercise
regimen. The chosen observer may be unable to
ascertain whether the person has participated in
the target behaviour when out of sight or may
be motivated to present a favourable picture of
the friend or relative they are observing. In
addition, different observers may adopt differ-
ent standards based on their experience or
beliefs; for example, nurses and physiotherapists
made systematically different judgements of
patients’ activities ( Johnston et al., 1987).

Wherever possible, a systematic diary or log
of behaviours (e.g., Sears & Stanton, 2001*) is
likely to reduce memory biases in responding.
The more intrusive practice of ecological
momentary assessment (EMA) requires detailed,
possibly computerized, logs over extended
periods but can result in innovative findings or
clarification of results of less intensive obser-
vation (Shiffman & Stone, 1998).

When investigators observe behaviour, this
is always restricted either in time or in the
range of behaviours. For example, assessments
of limitations of function typically require the
performance of the activity, often in clinical
rather than home settings. Thus while observa-
tional methods are attractive as an adjunct to
self-report methods used in interviews and
questionnaires, they too have practical con-
straints, sources of unreliability and factors
that limit their validity.

Direct monitoring and measurement of
some behaviours is becoming possible, for

example using electronic measures of exercise
or mobility (e.g., Tuomisto, Johnston &
Schmidt, 1996; Walker, Heslop, Plummer,
Essex & Chandler, 1997). Hanson, Stevens and
Coast (2001*) use a direct measure of exercise
duration in a cycling test. There may be some
practical limitations of using the electronic
measures, for example faulty equipment, prob-
lems with downloading from mobile equip-
ment, and restriction of activities because of
wearing the equipment.

Psychophysiological measurement

Many psychological processes implicated in the
aetiology, treatment and assessment of disease
and disease related processes involve changes in
physiological systems in response to psycholog-
ical stimuli. This is particularly the case if stress,
stress reduction or emotion is involved (e.g.,
Matthews, Gump & Owens, 2001*). The mea-
sures used in particular investigations will often
reflect the disease under study: so, for example,
heart rate and blood pressure are used in studies
of heart disease (Krantz & Lundgren, 1998),
immune function in relation to HIV (Solano
et al., 2001*), gastric measures in studies of gas-
trointestinal disorders (Turner, 1998) and mea-
sures of muscular tension in studies of headache
(Martin, 1998). A general review of psychophys-
iological processes in disease is provided by
Steptoe (1998).

The actual use made of psychophysiological
techniques obviously depends on the question
under investigation. However many studies
involve contrasting a period when the subject
is relaxed with when they are stressed. The
choice of condition for both periods can be
critical. Few participants find the psychophysi-
ological laboratory immediately relaxing and it
may be difficult to control and standardize the
temperature, humidity and sound level. The
choice of stressor and control tasks is also crit-
ical. The challenging video game that produces
an enormous elevation in heart rate and sys-
tolic blood pressure in a male teenager may be
totally inappropriate in a late middle-aged
patient with heart disease where carefully
selected role-play may be a more useful task
(Ironson et al., 1992). It can also be difficult to
find control tasks with similar metabolic
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requirements to the stressors to ensure that
differences due to physical effort are not inter-
preted as being due to psychological stress.

We outline some of the most commonly
used psychophysiological measures below.
More complete information on psychophysio-
logical measurement is available in Cacioppo
and Tassinary (1990) or Stern, Ray and
Quigley (2001). The main bodily systems that
are studied in health psychology using psy-
chophysiological methods are the cardiovascu-
lar system, the respiratory system, aspects of
sweating, the gastrointestinal system, and the
skeletomuscular system. Hormonal measures
such as adrenaline, noradrenaline and cortisol
are also often taken, as are a wide variety of
measures of immune function.

Cardiovascular Cardiovascular measures are
among the most widely used psychophysiolog-
ical measures. This is because of their use in
the study of the stress process and also because
of the specific relationship between such
responses and cardiovascular disease.

Heart rate (HR), the most common cardio-
vascular measure, is reliably recorded from the
electrocardiogram (ECG), a record of the elec-
trical activity of the heart.

Blood pressure (BP) is determined by the
amount of blood pumped by the heart (cardiac
output) and the resistance of the blood vessels
to the passage of blood (peripheral resistance).
On each cardiac cycle pressure fluctuates
between a maximum value as the blood is
ejected (systolic blood pressure, SBP) and a
minimal value just before the next heart beat
(diastolic blood pressure, DBP). Blood pressure
is measured in millimetres of mercury
(mmHg). SBP in healthy individuals is approx-
imately 120 mmHg, and DBP 80 mmHg. Blood
pressure can rise markedly during psychologi-
cal stress, and raised blood pressure at rest
defines hypertension. There may be both intra-
and inter-assessor unreliability in the manual
assessment of BP and therefore automatic
assessments are better for most purposes.

The more specialist measures of cardiac out-
put and peripheral blood flow are less com-
monly used. Since there are considerable

technical challenges in the direct measurement
of cardiac output, the most common measure-
ment approaches are indirect, and based on
either measuring changes in electrical imped-
ance across the heart or analysing the pulse
wave assessed non-invasively from the finger
(Imholz, Weiling, Van Montfrans & Wesseling,
1998). Peripheral resistance cannot be deter-
mined directly, but can be calculated from
blood pressure and cardiac output. However
flow in specific parts of the vascular system can
be measured. The most widely used method is
photoelectric plethysmography, which relies on
the fact that red blood cells scatter infrared
light. When infrared light is passed through the
skin or scattered by the blood in skin, variations
in light between the light source and a detector
can give an indication of blood flow. Such
methods are used in some heart rate detectors
that do not use the ECG and have been used in
the study of abnormalities of blood flow in the
temporal artery in headache. More demanding
methods based on direct measures of limb
volume can provide quantitative measures of
peripheral blood flow; see Freedman (1989) for
an application in Raynaud’s disease.

Respiration Respiration is studied in its own
right in conditions with respiratory symptoms
and also because variations in breathing have a
profound effect on other bodily systems, such
as the cardiovascular system. Respiration rate
can usually be determined either from belt-like
devices round the chest that produce an elec-
trical signal that varies with chest expansion,
or from thermistors placed near a nostril used
to detect the difference in temperature
between inhaled and exhaled air. However,
other measures to indicate different types of
breathing, for example in hyperventilation,
require the use of several chest movement
detectors.

Sweating Sweating related activity is a useful
if rather unfashionable psychophysiological
measure. The number of sweat glands open
determines variations in the resistance of the
body to the passage of a small electric current
between two sites. In certain areas of the skin,
such as the fingertips, the main cause of sweat-
ing is arousal (rather than temperature) and
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therefore variations in electrodermal measures
such as skin conductance provide a very useful
measure of arousal. Since sweating is under
purely sympathetic control, skin conductance is
more readily interpreted than other measures,
such as HR, which reflect the balance between
the sympathetic and parasympathetic systems.

Gastrointestinal The gastrointestinal system
is measured using the electrogastrogram, a
record of the electrical signals associated with
contractions of the gut.

Musculoskeletal Activity in the muscu-
loskeletal system is recorded using the elec-
tromyogram, a record of the electrical
impulses produced by contracting muscle
fibres. This can give information on small spe-
cific muscles such as the frontalis muscle, often
studied in relation to headache or larger
muscles relating to gross bodily movements.

Stress hormones The stress hormones of
adrenaline (epinephrine), noradrenaline (nor-
epinephrine) and cortisol can be measured in
blood, urine or saliva. While these measures
can be illuminating, the assays involved and
their interpretation are a complex matter.
Difficulties can arise in the methods of collec-
tion of samples, in the storage prior to assay
and in the reliability of assays over laborato-
ries, technicians and time.

Immune function measures The use of
immunological measures such as various types
of immunoglobulin or T lymphocytes is highly
attractive in some areas of research such as
infection, cancer or HIV (see Steptoe, 1998;
Antoni & Schneiderman, 1998). These measures
incur the same hazards as do stress hormone
assays, but additionally, this is a rapidly advanc-
ing field and the choice and interpretation of
measures requires current, specialist expertise.

Clinical and pathophysiological indices

In clinical practice, medicine uses many clini-
cal and pathophysiological indices in screening
populations, investigating disease and charting
recovery. These measures include: routine

clinical measures such as temperature or pulse
rate; indices of heart disease derived from the
ECG or echocardiogram; measures of bacterial
infection determined from samples of bodily
fluids; simple imaging techniques like the
X-ray that have been in use for decades; and
complex imaging of the functioning body now
possible with techniques such as MRI (mag-
netic resonance imaging). Much of clinical
medicine relies on the patient’s report of their
symptoms. In many instances treatments are
given and terminated and patients are dis-
charged from hospital when they indicate that
they are better by their speech or actions.
Other sections of this chapter indicate how
such symptoms can be measured with much
greater reliability and precision than is com-
mon in the clinical assessment of symptoms.

If one is investigating or treating a patient with
a condition like diabetes, hypertension or
asthma, one often wishes to know the severity of
the condition, the prognosis or the patient’s med-
ical progress. Information on blood sugar, blood
pressure or peak respiratory flow may inform
treatment or, at the very least, increase communi-
cation and rapport between psychologist and
client. Of the 39 papers in the 2001 set that dealt
with ill people, 16 used explicit measures of dis-
ease status. A considerable amount of such infor-
mation is provided in the chapters in Johnston
and Johnston (1998) on specific medical condi-
tions. In addition it is likely that one of the cur-
rent editions of standard large medical textbooks
designed for undergraduate use will provide
more than enough information. Difficulties can
arise if textbooks use language that is not appro-
priate to local or national diagnostic and treat-
ment approaches, and locally available patient
pamphlets may be equally valuable.

If medical test data are needed for research
purposes then the usual concerns over mea-
surement standards apply. It is unwise to
assume that clinical measurement is either reli-
able or valid; for example we have found that
repeated measures of height in adults may not
achieve high reliability. In overstretched clini-
cal environments clinical testing is often car-
ried out under far from ideal conditions; for
example, sphygmomanometers ( for measuring
blood pressure) may not be serviced or checked
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for long periods, and standard conditions for
the taking of blood or urine samples are not
always observed. The information obtained
from such tests may be adequate for clinical
purposes, such as preliminary screening or
monitoring change, but not for research where
accurate absolute values are required. It there-
fore is incumbent on the researcher to ensure
that the measures they are using in research are
of research quality, with known reliability and
validity and adequate to answer the research
questions.

Healthcare records

Healthcare records may be used as sources of
data on the behaviour of a patient, for example
in attending healthcare (Sheeran, Conner &
Norman, 2001*), the nature of medical
recommendations or treatment (e.g., Orbell,
Johnston, Rowley, Davey & Espley, 2001*), the
results of clinical assessments, the patient’s
health or illness status, or the performance of
healthcare providers (e.g., absenteeism). Since
these data were typically not recorded for the
purposes that the health psychology investiga-
tor has in mind, they are unlikely to be biased
with respect to the question investigated.
However, they may have other biases and
sources of error and are frequently incomplete
and therefore an unreliable source of informa-
tion. As a result, they are normally used to back
up or validate other, more direct methods,
rather than as the main source of evidence.

Using multiple measurement

Each method of measurement discussed may be
a source of systematic error, due to that particular
methodology. It may therefore be useful to use
more than one method of measuring key con-
structs in order either to estimate how much
method variance is affecting results or to attempt
to control for systematic method variance.

All methods contain biases of one sort or
another, such as response styles or sets when
responding to questionnaires (see later
section). These biases are due to systematic error
variance that is attributable to the method of
measurement, rather than the psychological
construct one is interested in measuring. This

systematic error of measurement is additional
to unsystematic error occurring within each
type of measurement. Unsystematic error
results in unreliability: the more unsystematic
error that measurements contain, the less reliable
those measurements will be, and the more likely
that, as a consequence, the observed degree of
association with other variables will be an under-
estimate. To counter this, the reliability of
measurement is routinely estimated, and can be
statistically controlled for, if more than one
measurement of each construct is taken.

Systematic error variance, on the other hand,
can be more problematic. It can lead to a differ-
ent sort of bias from unsystematic error: if two
sets of measurements are obtained in the same
way, the observed association between the mea-
sured variables will tend to be inflated by the
association between the systematic error in the
two measures. For example, if one is interested
in the degree of association between beliefs
about medications and medication adherence,
then by using the same method, such as a self-
report questionnaire, to assess both constructs,
it should be expected that the observed relation-
ship will be overestimated. In this case, both
measures may be affected by, for example, social
desirability, which inflates the correlations. This
does not mean that self-reports of medication
adherence are completely invalid: they are cor-
related with other measures of adherence. To
obtain a less biased estimate of the extent to
which beliefs and medication adherence are
associated, one should use two methods that are
unrelated. For instance, biochemical or elec-
tronic monitoring measures might be used to
assess adherence, if questionnaires are used to
assess medication beliefs.

If one is particularly concerned with the
problem of systematic error variance, such as
social desirability, one can conduct a multitrait
multimethod (MTMM) study (see Marsh and
Grayson, 1995), where several constructs are
assessed using several distinct measurement
procedures. The central idea is that different
methods are subject to different sources of sys-
tematic error variance. Consequently, by mea-
suring two or more constructs using two or
more methods, one can assess how much of the
observed correlation between two constructs is
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due to systematic error, i.e. methods effects, and
how much is due to the construct variance.
Valid construct measurement is achieved when
different measures of the same construct corre-
late more strongly than measures of different
constructs using the same procedure. For
example, French, Marteau, Senior & Weinman
(unpublished) asked respondents what they
thought caused myocardial infarction using
both an open-ended listing task and a closed
questionnaire. They found that when responses
to the questionnaire items were factor analysed,
they formed apparently sensible factors, but
subsequent MTMM analyses showed that these
factors appeared to be mainly due to responses
to questionnaires sharing systematic error
(method) variance rather than any construct
variance that was shared with the responses to
the listing task.

Measurement Artefacts and Problems

There are a number of well-known sources of
measurement and assessment error, including
but not limited to fatigue, motivation, test-taking
ability, stress, and examiner characteristics. A
good overview of these problems is given by
Meier (1994: 41–58). It is possible to address
many of these sources of error: (1) experimen-
tally, where the artefactual source of variance
occurs in each condition and the critical con-
structs are manipulated: (2) by design, for
example by randomizing order or using
reverse-scored items; or (3) statistically, by
measuring the source of error, and partialling
out or making statistical allowance for any
variance that can be attributed to them. All
three approaches have problems.

Experimental control is difficult to achieve if
one wishes to investigate variables that cannot
be manipulated, for example demographic or
individual difference variables, such as person-
ality and ability. Amongst the most problem-
atic of these individual differences are response
sets and response styles. Questionnaire designers
frequently attempt to control for response
styles in the design of questions, for example
using reverse scoring items to overcome
acquiescence or extreme responding (e.g., STAI:
Spielberger, 1983). However, these methods

simply dampen the effects, giving the biased
responder a moderate score, and do not result
in valid scores for these individuals. Statistical
control may distort findings and there is a limit
to how many sources of error can be controlled
in any one investigation.

While such considerations apply to all
measures, they may prove particularly impor-
tant where measures involve self-report.
These measures are commonly used in health
psychology and the sources of error in self-
report measures are generally recognized
(Abraham & Hampson, 1996; Haaga, 1997).
However they may be a particularly serious
source of bias if the investigator examines the
relationship between two such measures. If
both measures are subject to the same form
of response set, such as social desirability or
negative affectivity, then apparent relation-
ships between constructs might be entirely
due to the correlation in the biases in the
measures.

Measurement reactivity: how the
process of measurement affects
what is measured

Most discussions of measurement implicitly
conceptualize measurement as a non-reactive
process, where more or less reliable and valid
‘measures’ of participants’ mental, behavioural
or physiological processes are obtained.
Reactivity of measurement, that is the tendency
for the process of measurement to alter the
phenomena being measured, is recognized in
the physical sciences, for example in measuring
of temperature or volume, and is clearly an
even greater challenge in psychological mea-
surement. Human participants are not simply
objects that are measured. Psychological
processes are involved in the process of obtain-
ing measurements. People may behave differ-
ently when they are observed, they may have
psychophysiological responses to the process of
measurement, and they may be actively trying
to solve the problem of how to complete a
questionnaire, respond to an interview or
participate in other assessment procedures.

Reactivity to measurement may be of partic-
ular importance in health psychology. For
example, the process of observing behaviours
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may increase adherence, lead to exaggerated
pain behaviours or reduce the frequency of
health damaging behaviours. In psychophysio-
logical assessments, it is widely recognized that
heart rate, skin conductance and other mea-
sures of sympathetic arousal will be raised by
the initial process of measurement and investi-
gators routinely incorporate a period of habit-
uation before using measures obtained. In
assessments involving self-presentation or
report, the individual may be concerned about
the consequences of how they present: for
example, minimizing symptoms or health
problems may reduce access to treatment,
whereas a true presentation may be too chal-
lenging for the individual’s coping resources.

The following sections describe some com-
mon measurement issues resulting from
measurement reactivity.

Survey cognition: how respondents
tackle questionnaires

Schwarz (1999) describes a number of effects
attributable to the response of the individual
to the survey or questionnaire context. A number
of models of ‘survey cognition’ have been
developed which aim to describe how people
approach the task of completing a question-
naire. These models tend to have three core
stages (Jobe & Herrmann, 1996): input, medi-
ation, and output, each with different oppor-
tunities for error of measurement.

At the input stage, respondents interpret what
they are being asked in terms of both the norms
of everyday speech (see Clark, 1978; Grice,
1975) and the context in which measurements
are elicited (Antaki, 1994; Radley & Billig,
1996). There are a number of instances where
researchers have interpreted artefacts as real
psychological phenomena due to insufficient
attention to these processes. One example is the
‘actor–observer bias’, that is the tendency for a
person to attribute causes of their own behav-
iour to the environment, but others’ behaviour
to their personality (see Hewstone, 1989).
Subsequent research has suggested that this
‘bias’ is due to different contrasts that are
implicit in the questions, namely ‘Why did
you do X (in particular)?’ compared with ‘Why
did John (in particular) do X?’ (Hilton, 1995;

McGill, 1989).At the mediation stage, respondents
retrieve the information requested and prob-
lems can arise due to inaccuracies of recall
or estimation strategies, many of which are well
discussed in Stone et al. (2000). A more funda-
mental problem can occur here where survey
participants are asked to retrieve information or
attitudes that they do not possess. People can give
apparently sensible answers to fictitious issues, or
issues so obscure they could not reasonably know
anything about them. Respondents may fail to
give such ‘sensible’,‘meaningful’ responses when a
‘don’t know’ option is available (Schuman &
Presser, 1980). At the output stage, they map their
responses onto the response modes provided.
They may respond on the basis of the position of
a response alternative, regardless of the label
researchers have assigned to it (Diefenbach,
Weinstein & O’Reilly, 1993; Schwarz, Hippler,
Deutsch & Strack, 1985). Consequently, to inter-
pret responses as simply reflecting literal
endorsement of a particular frequency given in
the label, for example ‘2 hours of television’ or
‘risk of 1 in 100’, may be misleading. At this stage,
responses will also be affected by the anticipated
consequences both for social approval and for
self-regulation and management (e.g., cognitive
consistency, self-esteem, coping).

Context of measurement

Basic psychology texts discuss general context
effects, but additional context is provided in
the process of assessment, for example in order
effects or the placement of questions within
questionnaires. This may result in misleading
findings.

A classic measurement context effect, the
‘abortion context effect’ (Schuman, 1982), was
found to be the explanation of an apparent
change in attitudes to legal abortion between
1978 and 1979. In 1978, 40 per cent of a large
representative sample was in favour, whereas
1 year later, 58 per cent of a similar sample was
in favour. The difference between the two
results was due not to changes in sampling or
in attitudes but to differences in the measure-
ment context of the preceding question. When
the context was experimentally manipulated
using the 1978 preceding question (which
referred to attitudes to abortion when there is
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a serious defect in the baby), it produced
figures similar to the 1978 result, whereas
using the 1979 preceding question produced
the 1979 result (Krosnick, 1999). Thus the
apparent difference in attitudes was attribut-
able to the measurement context.

In a similar manner, earlier questions can
create a context that influences mood assess-
ments. Completing questionnaires about
health problems appears to induce anxiety
(Johnston, 1999, Study 3; Lister, Rode, Farmer &
Salkovskis, 2002). When questionnaire order
was experimentally manipulated, anxiety was
lower if assessed prior to questions about
health problems than if it followed such ques-
tions. This problem may be overcome by pre-
senting measures of transitory states such as
pain or emotion first, rather than embedding
them in the measurement context.

The order of items may also affect the apparent
reliability of measurement. When theory of
reasoned action questions were presented in
random order, as opposed to the more normal
order prescribed by Ajzen and Fishbein (1980),
both Cronbach alphas within constructs and
correlations between constructs were reduced
(Budd, 1987). It should be noted that subse-
quent attempts to replicate this finding have
been at best only partially successful (Armitage
& Conner, 1999; Sheeran & Orbell, 1996).

Habituation to measurement

There is ample evidence that reactivity to mea-
surement reduces with continued measure-
ment in behavioural assessment and in
psychophysiological assessment. Observed
individuals get used to being observed and
return to ‘normal’ styles of behaviour.
Sympathetic arousal or orientation responses
habituate with continued measurement.
However it is less widely acknowledged that
there might be similar effects in self-report
methods, that is respondents may respond
differently when first exposed to measurement.

Johnston (1999, Study 2) found that respon-
dents gave higher scores on the HADS anxiety
scale on the first occasion they completed it.
Thus one might expect an artefactual decline
in anxiety on a second occasion of measurement.
This suggests a methodological explanation for

the common observation that anxiety declines
over time following an illness event (e.g., in
response to risk information, reviewed by
Shaw, Abrams & Marteau, 1999), especially if
only two measures are obtained. This pattern
of results may be at least partly due to a mea-
surement artefact rather than psychological
adjustment, as these studies rarely include a
pre-illness event baseline measure of anxiety.

Response sets and styles

Lanyon and Goodstein (1982) propose a dis-
tinction between response sets, the tendency to
respond in a way intended to achieve a particu-
lar impression (e.g., social desirability), and
response styles, an unintentional tendency to
respond in a particular direction (e.g., response
acquiescence, extreme responding, negative
affectivity). Social desirability and negative
affectivity are of particular importance to
health psychology.

Social desirability of responding Social desir-
ability (the tendency to give responses attracting
the approval of others) is likely to be important
where there are recommended or expected
styles of behaviour. For example, social desir-
ability might lead to exaggeration of adherence
to medical advice or health protective behav-
iours but might result in underreporting of
health damaging behaviours such as smoking. It
is often valuable to assess and make allowance
for social desirability by using an instrument
such as the Marlow–Crowne Inventory
(Crowne & Marlow, 1960) as in Weinberger,
Schwartz & Davidson (1979) or in Hanson et al.
(2001*), Zakowski, Valdimarsdottir & Bovbjerg
(2001*) and Low et al. (2001*).

Negative affectivity A number of personality
dimensions have been found to be associated
with systematic patterns of responding.
Whether this is a problem or not depends on
the specific aims of a research investigation.
One such dimension that has been found to be
particularly problematic is negative affectivity:
bias toward a negative view of self, circum-
stances and events (Watson & Clark, 1984).
Negative affectivity appears to influence many
self-report measures, especially where the
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measures include the possibility of focusing on
negative aspects of the situation (Watson &
Pennebaker, 1989). Consequently, when the
degree of association between two such self-
report measures is examined, negative affect is
likely to inflate the correlations obtained. For
example, correlations between mood and
symptom reporting might simply be due to
individual differences in negative affectivity
colouring perceptions of bodily sensations,
regardless of objective health. These problems
have been particularly prevalent in studies that
have tried to relate retrospective self-reports of
hassles and life events to reports of current
health (e.g., Dohrenwend, Dohrenwend, Dodson
& Shrout, 1984; Schroeder & Costa, 1984).
However, Mora, Robitaille, Leventhal, Swigar
and Leventhal (2002) suggest that, in other
domains, the problem of negative affectivity
may have been exaggerated.

MEASURES USED WITH HEALTHY PEOPLE

This section addresses measures used in study-
ing people who have not been selected as being
ill or in need of medical care. Typically these are

populations of students or community residents
and may well contain many people who are ill
and may even be receiving care. The two main
theoretical questions addressed in these popu-
lations has been the understanding of factors
influencing health related behaviours, that is
behaviours likely to affect health (Conner &
Norman, 1998) and identifying psychological
and behavioural characteristics predictive of
disease, especially heart disease and cancer.
A fundamental question that is sometimes
addressed explicitly is how to measure health.

Of the 52 papers in our 2001 sample
that investigated healthy people, 11 involved
children or adolescents, 20 student partici-
pants, and 25 other adults. The number of
papers in the set of 52 published in 2001 that
assess some of the main constructs is shown in
Figure 13.1.

Measuring Health

It has proven extremely difficult to measure
health (Bowling, 1991). This is hardly surprising
given the lack of an agreed definition of health.
The complex World Health Organization
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(WHO) definition of health that is commonly
adopted includes social, psychological and phys-
ical aspects (Abelin, Brzezinski & Carstairs,
1986). There is common agreement that health
is more than the absence of illness and that it is
characterized by the individual’s vitality and
functional capacity, their mood and outlook,
and their participation in activities. Wright
(1990) has conceptualized health as three-
dimensional: freedom from unpleasant symp-
toms and sensations; ability to perform
conventional roles and duties; and possession of
physiological, psychological and social resources.

Of the 16 papers assessing constructs that
might be characterized as health, six use mea-
sures of symptoms (e.g., Mak & Mueller, 2001*;
Seeman et al., 2001*), six are self-report evalu-
ations (Ellickson, Tucker & Klein, 2001*;
Vitaliano et al., 2001*), two describe activity
levels (Bonetti et al., 2001*; Seeman et al.,
2001*), one risk factors (Vitaliano et al., 2001*),
three cognitive functioning (e.g., Seeman et al.,
2001*), two life satisfaction (Schroeder &
Schwarzer, 2001*) and one wellbeing (Eiser,
Riazi, Eiser, Hammersley & Tooke, 2001*).

Assessment of absence of symptoms as an
index of health has proved problematic as
people who would be characterized as healthy
are unlikely to be symptom-free. Even number
of symptoms presents difficulties as symptom
reporting is associated with mood, emotional
disorder and negative affectivity. So, for example,
many measures of emotional disorder such as
the GHQ (Goldberg & Williams, 1988) ask
about the experience of somatic symptoms and
have found that people with greater emotional
disorder report more somatic symptoms. In a
similar vein, use of health services may reflect
individual patterns of responding to symptoms,
rather than indexing health per se. Watson and
Pennebaker (1989) suggest that there are indi-
vidual differences in negative affectivity, the
tendency to attend to and report negative expe-
riences including sensations that might be inter-
preted as symptoms (see above). They have
developed a measure, the PILL, which assesses
the tendency to endorse symptoms that can be
used to allow for negative affectivity. Thus mea-
sures of symptoms or healthcare usage may be
misleading as an index of ‘health’.

Simple self-report measures of health, for
example ratings on four-point verbal rating
scales from excellent to poor, have been found
to be predictive of future mortality (Idler,
1992). Even when allowance is made for con-
current illness, people rating their health as
‘poor’ are more likely to be dead at follow-up
than those giving higher ratings. These results
suggest that such ratings must have some
validity as measures of health. Nevertheless,
authors frequently create their own single-
item scales rather than using the format with
demonstrated validity. The main limitation
of the validated items is the lack of sensitiv-
ity inherent in such brief scales involving a
single item and only four or five response
categories.

Measures of general wellbeing such as the
Bradburn Affect Balance Scale (Bradburn,
1969) or even measures of satisfaction with life
(e.g., Diener, Emmons, Larson & Griffin, 1985;
Johansson et al., 2001*; Schroeder & Schwarzer,
2001*) may come closer to the WHO concept
of health as they allow the individual to evalu-
ate all aspects of functioning. It is curious to
note that the measurement of health related
quality of life has mainly been investigated
in ill, rather than healthy, populations as
discussed below. These measures are rarely
evaluated with healthy populations and are
therefore likely to be relatively insensitive to
variations in their health.

Health may also be characterized as an expec-
tation of continuing absence of illness, either
due to engagement in health protective behav-
iours such as taking exercise, or due to having
few risk factors for disease (e.g., Vitaliano et al.,
2001*). Risk factors may be genetic as in heart
disease or diabetes, physiological (e.g., high blood
pressure), or environmental (e.g., living in an
area of high air pollution). However, many risk
factors are behavioural (e.g., smoking, diet), and
these may be assessed along with health protec-
tive behaviours as part of the measurement of
health.

Activity levels may additionally be measured
as evidence of physical fitness (e.g., Bonetti et al.,
2001*; Schneider et al., 2001*), while cognitive
function measures index ‘mental fitness’ (e.g.,
Seeman et al., 2001*; Yang & Spielman, 2001*).
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Health related behaviour

Health related behaviour was commonly
measured, occurring in 24 of the 52 papers.
Most used self-report measures, but four used
diary assessments, and one was observed
(Hanson et al., 2001*).

Two kinds of health related behaviours can
be identified. The first group of behaviours are
those that have been demonstrated to confer
health risk or disease protection. Evidence
from epidemiological studies such as the
Alameda County Study (Schoenborn, 1993)
demonstrate that some behaviours, especially
smoking (Doll, Peto, Wheatley, Gray &
Sutherland, 1994), increase risk, while others,
such as engaging in exercise, appear protective.
Clinical and public health interventions are
frequently directed at changing behaviour to
reduce risk and enhance protective behaviours
(e.g., Family Heart Study Group, 1994; Owen &
Crawford, 1998; OXCHECK Study Group,
1994). The behavioural assessments found to
predict disease end-points in epidemiological
studies have demonstrated predictive validity
and should be used in order to assess risk in a
population. For example, comparison with
risk data from the British Regional Heart Study
(Shaper, Pocock, Phillips & Walker, 1987) is
only valid if questioning about smoking and
diet follow the methods used in that study.

The other group of behaviours are the
health behaviours that people undertake in the
belief that they will prevent disease or ensure
detection prior to symptoms (Kasl & Cobb,
1966). There is ample evidence that most
people report engaging in a number of these
behaviours (Amir, 1987; Cox et al., 1987;
Harris & Guten, 1979). Several checklists of
these behaviours have been published (e.g.,
Amir, 1987; Prohaska, Leventhal, Leventhal &
Keller, 1985), but unlike the risk/protective
behaviours, which can be validated against
epidemiological findings, there is little evidence
of validation of these checklists. Self-reports of
behaviour are likely to be subject to bias, espe-
cially social desirability bias, as discussed
above. Until they are validated against some
other measure of health behaviours, their value
as assessments of health behaviours is restricted

and their primary value is in assessing the rate
of reporting behaviours.

Health Cognitions

A major group of theoretical models have been
developed to predict health related behaviours
from health relevant social cognitions (see
Conner & Norman, 1996, 1998). Models such
as the health belief model (HBM), social cogni-
tive theory (SCT), the theory of planned behav-
iour (TPB) and the transtheoretical model
(TTM) propose that a range of health and
health behaviour cognitions determine health
relevant behaviours. In our 2001 sample, the
TPB was the most commonly used model (nine
papers), followed by the SCT (five), TTM
(three) and HBM (one). Health cognitions
include outcome expectancy, perceived severity,
perceived vulnerability, health locus of control
and health value, while health behaviour rele-
vant cognitions include response efficacy, self-
efficacy, behavioural intention, implementation
intention and action plans.

In addition to the problems with self-report
measures already noted, these models raise
some other important measurement issues.
The individual may not be aware of their cog-
nitive processes influencing behaviour and
therefore may be unable to report them (Bargh
& Chartland, 1999). Further, the models vary
in the precision of specification of measure-
ment of core constructs, ranging from the pre-
scriptive TPB to the very poorly defined
constructs of the HBM. Some constructs have
standardized measures that have psychometric
validation and published norms.

The best known of these is the Multi-
dimensional Health Locus of Control (MHLC)
Scale ( Johansson et al., 2001*; Wallston,
Wallston & DeVellis, 1978) which assesses
three components: internal, powerful others
and chance locus of control. While this mea-
sure has been criticized for its lack of specific
relevance for people who are ill, it continues to
be appropriate for healthy populations.
Wallston (1992) has proposed that locus of
control by itself should not be enough to pre-
dict health behaviour and suggests that it
should be combined with a new construct,
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perceived health competence, a construct akin
to generalized health self-efficacy (Smith,
Wallston & Smith, 1995). The social learning
theory from which locus of control derived
would suggest that the MHLC should only pre-
dict health behaviour in combination with a
measure of health value (e.g., Lau, Hartman &
Ware, 1986) and there has been criticism of
investigations in this area for using the model
inappropriately.

This relates to a more general methodologi-
cal problem in this area of investigation: the
selection of variables from models without
addressing complete models. The investigator
needs to have a clear objective. If the intention
is simply to explain as much behaviour as pos-
sible, then the investigator is justified in choos-
ing the most likely combination of variables
from whichever models seem appropriate. If
the primary objective is to test a model then all
the constructs of the model, and none from
other models, should be assessed. When the
objective is to compare models or to enhance a
model with external constructs, than it may be
appropriate to mix the constructs of more than
one model in the same analyses.

If the aim is to test the power or sufficiency
of the model to explain behaviour, then only
the proximal determinants specified by the
model need to be investigated; so, for example,
in the TPB (see Conner & Norman, 1998),
only behavioural intention and perceived
behavioural control would need to be assessed
as all other variables act through these two.
The investigator may wish to test the addi-
tional predictive power of more distal vari-
ables, but this goes beyond the testing of the
model’s predictive power and simply assesses
the predictive power of the constructs rather
than the model.

Other Measures

Amongst the other measures commonly used,
assessments of emotional states or stress are
very common. Other psychological variables
such as coping and personality were infre-
quent. More social measures included individ-
ual perceptions of social support or social
identity (e.g., Schofield, Pattison, Hill &

Borland, 2001*), as well as indices of the social
network or social environment, e.g., school
climate (Novak & Clayton, 2001*), job environ-
ment (Matthews et al., 2001*) or job security
(Mak & Mueller, 2001*). Sociodemographic
variables such as ethnicity and gender were
critical for some papers. Of the biological
indices, cardiovascular measures were most
common, occurring in six papers.

MEASURES USED WITH ILL PEOPLE

Under this heading, measures are considered
which have been used with individuals identi-
fied by their illness status although they may
not be concurrently experiencing illness or
receiving healthcare. In addition to their rele-
vance for ill people, such measures share a sen-
sitivity to the respondent’s status, for example
by being limited in length.

The central issues here are to measure how
ill the person is, what the effects of illness are
and how individuals respond to and cope with
illness and its treatment. The measures used in
the 2001 papers are shown in Figure 13.2.

Just as health is measured by psychological
and behavioural processes, much of the assess-
ment of illness and recovery from illness lies
within this domain. Clinical signs and patho-
physiological processes may be available in the
assessment of patients with some conditions,
e.g., immune function in HIV ( Jones, Abraham,
Harris, Schulz & Chrispin, 2001*), cardiac
status or events in coronary heart disease (e.g.,
Cochrane, 2001*; van Elderen & Dusseldorp,
2001*), tumour stage or markers in cancer (e.g.,
Gidron, Magen & Ariad, 2001*) and blood glu-
cose measures in diabetes (Eiser et al. 2001*).
However, frequently the clinician assesses dis-
ease processes by ascertaining how the patients
feel (Helgeson, Cohen, Schulz & Yasko, 2001*;
Kendell, Saxby, Farrow & Naisby, 2001*) and
what they are doing, for example in arthritis
(Orbell et al., 2001*); if patients are recovering
well, they describe themselves as feeling better
and doing more for themselves. Indeed Kaplan
(1990) has argued that these behavioural
processes are the most important outcome of
illness and healthcare. Measurement of illness
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has therefore included the assessment of the
psychological and behavioural consequences of
the disease processes.

Healthcare is largely a behavioural and inter-
personal process. Indices of healthcare assess the
use of services by patients, for example atten-
dance at a clinic (e.g., Sheeran et al., 2001*),
delay in treatment (Kohlmann, Ring, Carroll,
Mohiyeddini & Bennett, 2001*), as well as the
performance of those involved in healthcare
delivery (e.g., hand hygiene by surgical staff,
provision of information by primary care
physicians). These behavioural processes are
likely to be a major influence on the effective-
ness of healthcare as they determine the viability
of delivery of biomedical treatments and advice.
The importance of the behaviour of patients in
adhering to medical recommendations has long
been recognized and methods of assessing
adherence have been debated and developed
(Meichenbaum & Turk, 1987), but the role of
health professionals in determining patient
outcomes has been less adequately assessed
(Marteau & Johnston, 1991).

Measuring Illness

It can be a source of some confusion and frus-
tration to discover that there are no biomedical

indices of ‘illness’. While the state seems
subjectively recognizable and can be meaning-
fully replicated in animal studies, there is as yet
no measure that reflects it. Animal research
suggests that the state of illness may be associ-
ated with raised brain cytokines (Dantzer,
1997), but even this research offers little imme-
diate prospect of a useful biomedical measure.
The concept of illness, the subjective experi-
ence, is contrasted with the concept of disease,
the pathophysiological process.

For some diseases, it is possible to obtain a
biomedical measure of the disease process such
as degree of atherosclerotic occlusion in cardio-
vascular disease, degree of invasion of cancer
cells (Gidron et al., 2001*), loss of CD4 cells in
AIDS ( Jones, Beach et al., 2001*) or sugar
metabolism in diabetes (Macrodimitris &
Endler, 2001*). For others such as rheumatoid
arthritis there are indices of current inflamma-
tory activity. Such measures are included under
‘clinical’ measures in Figure 13.2.

However, patient ‘illness’ may not relate
directly to the disease process, and for many
conditions the main clinical and research
assessments depend on patient observation or
self-report. So instead of reliable biomedical
indices, ‘illness’ is characterized by the subjective
experience and associated behaviours.
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The problem of measuring illness and
disease is illustrated by Bowling (1995) in her
book Measuring disease. She includes measures
of symptoms, pain, emotional states, disability
and quality of life. In Figure 13.2, of the 24
papers assessing illness, nine measure symp-
toms, three pain, two wellbeing, four health
ratings, six activity limitations, four quality of
life, plus an additional four using the SF–36.
Emotional states are presented separately and
were assessed in 22 papers. However, none of
these directly measures disease as such and
each is influenced by psychological and/or
social processes in addition to disease
processes. As noted, the experience and report
of symptoms may be influenced by individual
differences in negative affectivity, but will also
be affected by current attention, mood, cogni-
tive and social factors. Since the behavioural,
emotional and quality of life consequences of
disease are likely to be influenced by different
factors, they are each considered separately.

Symptoms and pain

Problems in assessing the subjective experience
of symptoms have been discussed above for
healthy populations. Thus symptom checklists
(e.g., Dunnell & Cartwright, 1972; Kendell
et al., 2001*) need to be used with caution. In ill
populations, disease specific measures of symp-
toms are included within composite measures
such as the Rotterdam Symptom Checklist for
cancer (de Haes, van Knippenberg & Neijt,
1990), the Arthritis Impact Measurement Scale
(Meenan, Gertman & Mason, 1980) or the
symptom checklist used by Schroeder and
Schwarzer (2001*) with hypertensive patients.
Such measures tend to have good internal con-
sistency, have been developed using factor
analytic methods, and demonstrate concurrent
and/or predictive validity against other clinical
or functional measures.

While pain is an important symptom of
many conditions and an important motivator
in seeking healthcare, it was assessed in only
three of the 2001 papers (deBruin, Schaefer,
Krohne & Dreyer, 2001*; Miles et al., 2001*;
Shnek, Irvine, Stewart & Abbey, 2001*). Like
other symptoms it is a subjective experience
and therefore difficult to assess and hence to

validate measurement. The best known and
most widely used measure is the McGill Pain
Questionnaire (MPQ: Melzack, 1975), which
allows separate evaluation of sensory, affective
and evaluative components of pain. It records
location, change with time and factors influ-
encing the pain, and provides three main mea-
sures of intensity: the number of words
chosen, the pain rating index and the present
pain intensity rating. A short form of the MPQ
has been introduced which correlates well with
the full MPQ and demonstrates sensitivity to
change (Melzack, 1987). In clinical settings
where, due to pain, patients may not have the
concentration required for more extensive
measures, a variety of single-item numerical
and verbal pain rating scales have been used.

Behavioural consequences
of disease

The World Health Organization (1980) analysis
of the consequences of disease identified three
consequences: impairment or loss of struc-
ture/function, disability or loss of performance
of activities, and handicap or restricted partici-
pation in social roles. It was proposed that dis-
ability resulted from impairment and that
handicap resulted from both impairment and
disability. While there has been much debate
about this analysis, other (e.g., Nagi, 1991) and
more recent World Health Organization (2001)
approaches retain the main characterizations of
the elements involved.

Disability is defined in terms of behaviour
( Johnston, 1996; Johnston, Bonetti & Pollard,
2002) and is measured in terms of behavioural
performance or capability. Thus general disabil-
ity measures assess limitations in the perfor-
mance of normal functions (e.g., the Barthel
Index: includes walking, bladder control, dress-
ing and using stairs: Mahoney & Barthel, 1965),
while more specific measures of activities of
daily living (ADL) assess the performance of
everyday tasks such as self-care, shopping and
household tasks (e.g., Katz, Ford, Moskowitz,
Jackson & Jaffe, 1963; Lincoln & Edmans, 1990).

There is debate about whether measures
should assess what the individual does or what
they can do. Clearly limitation in capacity is
the construct most closely related to the direct
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consequence of disease, while limitation in
performance may indicate the additional psy-
chological, social and environmental influ-
ences. Similar issues arise in other areas of
performance psychology where techniques
such as dual-task performance have evolved to
assess capacity; the argument is that while per-
formance may be maintained despite lower
capability, the extra effort involved is assessed
by examining the effects on a second task. To
date, measures of disability have not taken
account of this problem, but there is some evi-
dence that dual-task measures may enhance
the measures in this field (Ashburn, Stack,
Pickering & Ward, 2001; Bloem, Valkenburg,
Slabbekoorn & Willemsen, 2001).

The behavioural consequences may not sim-
ply be loss of activities, but may also involve
the performance of new activities. The observ-
able behaviours associated with pain have been
assessed and they include additional behav-
iours, as well as loss of activities. Keefe and
Block (1982) and Richards, Nepomuceno,
Riles and Suer (1982) have developed mea-
sures of pain behaviours, for example grimac-
ing, guarding movements, and rubbing, which
are assessed by observers. These measures are
not necessarily closely related to self-report
pain measures and may additionally reflect the
individual’s response to pain experience.

Emotional consequences
of disease

Illness in oneself or in close family or friends is
recognized as a significant source of stress in
most methods of assessing life events and dif-
ficulties, such as the Social Readjustment
Rating Scale (Holmes & Rahe, 1967) and the
Impact of Events Scale (Horowitz, Wilner &
Alvarez, 1979). The emotional consequences
can be assessed using any of the available mea-
sures of mood such as the STAI (Spielberger,
1983), the Profile of Mood States (POMS:
McNair, Lorr & Droppelman, 1992), the
CES–D (Radloff, 1977), the Beck Depression
Inventory (BDI: Beck, 1996) or the GHQ
(Goldberg & Williams, 1988). However there
can be confounding where somatic symptoms
may be interpreted as emotional symptoms,
for example where loss of appetite or slowing

are indices of depression. Zigmond and Snaith
(1983) introduced the Hospital Anxiety and
Depression Scale (HADS), which they sug-
gested minimized such confounding, by reduc-
ing the number of such items. However, the
success of this scale compared with other scales
has not been assessed and, since it contains
items such as ‘I feel as if I am slowed down’, it
may still contain contaminated items (Johnston,
Pollard & Hennessey, 2000). Of the 22 papers
reporting emotional states, the HADS was
used in four, BDI in four, CES–D in three,
POMS in two, STAI in two, Impact of Event
Scale in two and GHQ in one.

Some measures such as the GAIS and PAIS
(Derogatis, 1975, 1986) assess adjustment to ill-
ness. Adjustment is frequently addressed as a
form of coping or as illness cognitions and is
considered below.

Quality of life (QoL)

While the construct of quality of life is widely
used in assessing the consequences of disease,
there are quite divergent schools of thought
regarding definition and measurement. On the
one hand it is argued that the measures should
assess the quality objectively, while on the other
it is proposed that QoL can only be evaluated
according to the individual’s expectations and
values. Measures such as the Quality Adjusted
Life Year (QALY: Kind & Rosser, 1988; Rosser &
Kind, 1978) or the SF–36 ( Jenkinson, Coulter &
Wright, 1993) assume a universal value system,
and so by assessing the individual’s limitations it
is possible to give an overall value to QoL. By
contrast the Patient Generated Index (PGI:
Ruta, Garratt, Leng, Russell & MacDonald,
1994) and the SEIQOL (O’Boyle, McGee &
Joyce, 1994) assess the individual’s value system
as well as the current levels of achievement in
valued areas. The values are combined with the
levels of achievement to generate an index
reflecting quality of life according to the indi-
vidual’s own value system. While the PGI
requires the individual to respond in the context
of their illness, the SEIQOL is one of the few
measures of QoL in current use in health psy-
chology that could be used equally readily with
healthy and ill individuals. Measures in other
fields such as the Satisfaction with Life Scale
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(Diener et al., 1985) do assess QoL without
reference to illness and can be used successfully
with individuals who are ill.

Some measures have been developed specif-
ically for some diseases, for example the AIMS
(Meenan et al., 1980) for arthritis and the
Rotterdam Symptom Check List (de Haes
et al., 1990) for cancer. The authors argue that
a more sensitive and acceptable measure of
QoL can be obtained in this way. This reflects
the design of disease related QoL measures,
depending on assessment of symptoms and
limitations in function as a major factor in
QoL. Where health related QoL measures
assume a value system, this is usually based on
assessment of emotional state, symptoms and
disability, and the measure offers a method of
combining these values. So, for example, the
QALY gives values for each combination of
distress and disability, and this can be done for
individuals with diverse diseases.

It is clear that QoL comes quite close to the
WHO concept of handicap/participation
restriction or to a combination of disability
and handicap. There has been some attempt to
measure handicap (e.g., the London Handicap
Scale: Harwood, Gompertz & Ebrahim, 1994)
and some measures clearly combine disability
and handicap, e.g., the Sickness Impact Profile
(de Bruin, de Witte, Stevens & Diederiks, 1992)
or the Functional Limitations Profile (Patrick
& Peach, 1989). It is unlikely that there will be
agreement on measurement while there con-
tinues to be debate about the constructs to
measure. While the construct of QoL would
appear to have value as a global measure of
health outcome, it may mask the underlying
processes as proposed by the World Health
Organization (1980) model. The WHO model
proposed causal links between impairment,
disability and handicap rather than a homo-
geneous single construct and, further, allows
the possibility that factors which may moderate
the relationship between impairment and
disability may be different from those that
moderate the relationship between disability
and handicap. Thus, given the current stage of
development of theory and measurement, the
choice of measure is likely to be determined
by whether one is seeking a simple health

outcome measure or to understand the processes
determining outcomes.

Illness Cognitions

The dominant models of response to illness,
including stress and coping (Lazarus &
Folkman, 1984), social cognitive (Bandura,
1997) and self-regulation models (Leventhal
et al., 1997), agree that individuals develop their
own mental representations of the condition
and it is these representations that guide the
response. Models vary in the cognitions speci-
fied and in the level of measurement achieved.

Some address illness simply as a further
example of a stressor and consider degree of
threat, outcome expectancies, perceived con-
trollability etc. as they would for any stressor.
Leventhal and colleagues have attempted to
characterize illness cognitions per se, and pro-
vide the most extensive work on this topic.
They have identified five representations com-
monly occurring in individual representations:

• identity – the label and symptoms associ-
ated with the illness

• time-line – the pattern of change over time,
especially whether it is acute, chronic or
fluctuating

• cause – attributions for the illness
• consequences – the actual and expected

consequences
• control/cure – the extent to which the ill-

ness can be controlled or cured.

Their work was based initially on open-ended
questions and qualitative analyses from which
they developed guidelines for interviews
(Leventhal & Cameron, 1987; Nerenz,
Leventhal, Love & Ringler, 1984). Weinman,
Petrie, Moss-Morris and Horne (1996) devel-
oped a questionnaire assessing these five com-
ponents, the Illness Perceptions Questionnaire
(IPQ), using psychometric techniques to estab-
lish basic properties such as internal reliability
of the scales. The scales have demonstrated pre-
dictive and construct validity, for example the
cognitions predicted subsequent behaviours in
patients post-MI as would be expected within
the self-regulation model (Petrie, Weinman,
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Sharpe & Buckley, 1996). The IPQ has been
updated (Moss-Morris et al., 2002) to include
greater differentiation of the cognitive represen-
tations of illness, but also to incorporate assess-
ment of an additional component of Leventhal’s
self-regulation model, the emotional represen-
tation of illness.

Turk, Rudy and Salovey (1986) used factor
analytic methods implying an underlying
dimensional structure, and found support for
four dimensions: seriousness, personal responsi-
bility, controllability, changeability. While these
factors have not proved entirely reproducible in
subsequent studies, the degree of overlap
between their factors as characterized by the
content rather than the labels for the factors, and
the components proposed by Leventhal and col-
leagues, is impressive. Thus their controllability
construct matches Leventhal et al.’s control/cure.

Other measures address single constructs
that are still compatible with the Leventhal et al.
model. For example, Felton, Revenson and
Hinrichsen’s (1984) measure of Acceptance of
Illness appears to examine the consequences of
the illness, containing items such as ‘My illness
makes me a burden on my family and friends’
and ‘I have a hard time adjusting to the limita-
tions of my illness’. Many measures address the
control construct, including Wallston’s Form C
adaptation of the Health Locus of Control
Scales for people with chronic disease
(Wallston, Stein & Smith, 1994), and scales for
specific groups such as those with diabetes
(Bradley, Brewin, Gamsu & Moses, 1984) and
those with the prospect of recovery from dis-
abling conditions (Partridge & Johnston, 1989).

These measures assume a dimensional
structure, with each of the five types of repre-
sentation being distributed along a numerical
scale. There are other examples of assessments
of illness cognitions which start from different
premises. Instead of building a representation
of the illness from components, it may be use-
ful to examine the prototypes used in evaluat-
ing new conditions (Bishop & Converse,
1986). So for example, Lalljee, Lamb and
Carnibella (1993) have found seven clusters of
illness prototypes. This type of analysis may
prove useful in understanding responses to
ambiguous sets of symptoms where patterns of

response may be different from those where
symptoms are more clear-cut.

Healthcare Cognitions

Some of patients’ healthcare cognitions are
those already considered with reference to
health and illness. For example, perceived
effectiveness of healthcare may be assessed in
social cognition models of health behaviours,
and perceived cure and controllability are key
elements in illness cognitions. Sheeran et al.
(2001*) assessed patients’ views of clinic atten-
dance by measuring TPB constructs.

Patients’ expectations of healthcare have
been investigated in terms of their general
preference for managing their own treatment
and the information relevant to their condi-
tion (Krantz, Baum & Wideman, 1980) as well
as preferences for care in a specific consulta-
tion with a doctor (Salmon & Quine, 1989). In
each case, the scale has been developed using
factor analytic procedures and, in both, items
referring to provision of information have
loaded on different factors from items dealing
directly with treatment issues. Thus there is
some evidence that distinct elements of
patients’ preferences for medical care are being
investigated.

In addition, attitudes toward a specific treat-
ment (Collins et al., 2001*) or more general
measures of attitudes toward physicians
(Hulka, Zyzanski, Cassell & Thompson, 1970;
Marteau, 1990) and towards medicine (Horne,
1997b) have been assessed.

Healthcare cognitions also include assess-
ments of the stressfulness of receiving health-
care. For example, the Hospital Stress Rating
Scale (Volicer & Bohannon, 1975) provides
scaled values of the perceived stress associated
with a large number of hospital experiences.

An important healthcare cognition is
patient satisfaction. A commonly used mea-
sure of satisfaction with a medical consulta-
tion is the Medical Interview Satisfaction
Scale (MISS: Wolf, Putman, James & Stiles,
1978), which assesses affective, behavioural
and cognitive aspects of the consultation.
Most measures of patient satisfaction have
problems of validity and of scaling as
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responses are skewed towards favourable
ratings. Ware and Hays (1988) have found
that measures of satisfaction are less skewed
and therefore have improved psychometric
qualities if respondents are asked to assess the
excellence of the medical consultation rather
than their satisfaction with the consultation.
Only one paper of the 39 reviewed used a
measure of patient satisfaction (Wiggs &
Stores, 2001*) and this was a measure created
by the authors.

Coping with Illness

Coping is defined as what people do to try to
control stress and is commonly seen in health
psychology as problem-focused, that is
directed at reducing the threats and losses of
the illness, or emotion-focused, that is directed
at reducing the negative emotional conse-
quences. Perhaps the best known measure of
coping is the Ways of Coping Questionnaire,
developed by Folkman and Lazarus (1980).
They used factor analytic procedures to estab-
lish the dimensional structure, but later analyses
have produced different versions with varying
numbers and types of factors.

Many different coping styles have been iden-
tified and measured and contrasts are made
between avoidant and attention coping,
between active and passive coping and between
behavioural and cognitive coping. The COPE
(Carver, Scheier & Weintraub, 1989) attempts to
represent all of these aspects of coping in a multi-
dimensional inventory giving scores on 13 con-
ceptually distinct types of coping. Further, the
measure can be used to assess coping style, a dis-
positional measure of habitual ways of coping,
or to assess coping strategy, the methods of cop-
ing used to address a specific stressor such as a
current illness. The disadvantage of the compre-
hensiveness of the measure is that it is quite
long, appears repetitive and can seem burden-
some to people who are ill. Carver (1997) has
therefore published a shortened version that has
proved more acceptable, while retaining the
multidimensional features of the measure.

Other measures address specific forms of
coping, for example Miller’s (1987) measure of

monitoring and blunting, or deal with clinical
conditions, for example Watson et al.’s (1988)
assessment of coping styles employed by
people with cancer, Endler, Parker and
Summerfield’s (1998) measure of Coping with
Health Injuries and Problems (Macrodimitris &
Endler, 2001*) or the measure of Coping
with Surgical Stress used by de Bruin et al.
(2001*).

Investigators choosing a measure of coping
need to consider the compatibility of the mea-
sures with their theoretical perspective, the
range of scores available, the acceptability of
the measure to their clinical group, and possi-
bly the need to measure not only coping with
the illness but also coping with stressful forms
of healthcare.

Social Support and Social Environment

Social support was measured in eight studies
with an additional study assessing physical
contact (Cochrane, 2001*). The social environ-
ment of patient care has been investigated, for
example by Kulik, Mahler and Moore (1996)
studying the effects of sharing with other
similar patients and by Honeybun, Johnston
and Tookman (1992) examining the effects of
seeing other patients die. The wider social
environment has been assessed in measures of
social deprivation and socioeconomic status
(Arnau, Meagher, Norris & Bramson, 2001*;
Sheeran et al., 2001*).

Social support has been conceptualized as
directly beneficial, with lack of social support
being akin to a stressor or as a resource that
buffers the effects of stress (Cohen & Wills,
1985). Social support has been found to pre-
dict susceptibility to disease, to moderate the
effects of stress and to influence health and
healthcare outcomes.

Social support has been measured in diverse
ways and a major distinction is made between
measures of the structure or network available
to the individual and the quality or satisfaction
with the support available; for example, the
Social Support Questionnaire (Sarason,
Levine, Basham & Sarason, 1983; Sarason,
Sarason, Shearin & Pierce, 1987) gives mea-
sures of number and satisfaction with social
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support. Similarly, there are different types of
support with the most common distinction
being made between emotional and practical
support (e.g., Power, Champion & Aris, 1988),
but other forms such as esteem, informational
and companionship have also been distin-
guished (Cohen & Wills, 1985).

Such measures are difficult to validate, but
correlations with relevant other self-report
measures support the construct validity of the
scales.

Other Psychological Measures

Diverse other psychological measures have
been used although surprisingly there were no
personality measures in the 2001 papers. The
only constructs measured more than once
were optimism (Antoni et al., 2001*; Shnek
et al., 2001*) and self-esteem (Nauta, Hospers &
Jansen, 2001*; Vedhara et al., 2001*).

Communications between Patients
and Providers

There is ample evidence that the nature and
style of communications can determine the
outcomes of healthcare (Ley, 1988; Weinman,
1998). Various methods have been developed
to describe and characterize the interpersonal
communication process, using raters to assess
records (audio, video or typed transcripts) of
the communication. Roter and Hall’s (1989)
Interaction Analysis based on the original
work by Bales has been used to assess the com-
ponents of interpersonal communication such
as giving information, asking questions, and so
on, while Stiles’s Verbal Response Mode analysis
(Putnam, Stiles, Jacob & James, 1985; Stiles,
1989) identifies eight mutually exclusive
modes of responding including disclosure,
interpretation, confirmation and reflection.
Other rating scale measures have been devel-
oped to assess the performance of health pro-
fessionals against verbal and non-verbal
performance criteria used in training (Maguire &
Selby, 1989) or to assess the degree to which a
doctor is patient- or doctor-centred (Byrne &
Long, 1976). In each case, the methods are

assessed in terms of inter-rater reliability and
the predictive value of the assessments.

Methods of assessing written communica-
tions have also been developed (Ley, 1988).
A major issue has been the assessment of intel-
ligibility of written information such as leaflets
for patients, and some methods, for example
the Flesch formula, can readily be applied to
text using widely available word-processing
software.

An alternative approach is to assess the
extent of agreement between healthcare
provider and patient (e.g., Heijmans et al.,
2001*; McClenahan, Johnston & Densham,
1990).

Uptake and Adherence

When patients do not take up an offer of
healthcare or do not adhere to recommended
advice or treatment, the process of healthcare
is interrupted. While the assessment of uptake
per se is fairly easy from healthcare records
(e.g., Sheeran et al., 2001*), it may be more dif-
ficult to ascertain whether a failure of uptake is
due to not receiving the invitation, not under-
standing the invitation, not being able to
accept the healthcare offered or refusing the
healthcare offered. These different patterns of
interrupted healthcare have various causes and
may have a variety of effects on health out-
comes; for example, Marteau et al. (1992)
found different patterns for women refusing
tests in pregnancy compared with those who
simply omitted to have the test.

Similar contrasts have been drawn between
intentional and non-intentional non-adherence
to medication regimens, and Horne (1997a)
has developed a measure that allows separation
of the two types of non-adherence. While self-
reports of adherence are widely criticized as
being subject to social desirability bias, all
other measures of medication adherence have
been criticized too. Behavioural observation is
limited as no observer can be permanently pre-
sent, while pill counts can also give erroneous
estimates as the patient wishing to appear
more compliant can readily dispose of excess
pills or manipulate dispensers which record
occasions of use.
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For adherence to advice on behaviour
change, some observational corroboration may
be possible, but with the above caveats. For
smoking advice, there are physiological indices
such as serum cotinine which are less likely to
be manipulated, while for dietary advice, mea-
sures of weight or serum cholesterol may be
relevant. However, none of these measures has
a one-to-one relationship with the behaviour
and they can therefore be misleading.

In sum, there appears to be no easy accepted
solution to the problem of measuring adher-
ence. It may be sufficient to use one measure,
probably a self-report measure, for most investi-
gations, but if this is a key variable, then more
than one method should be used where possible.

MEASURES USED WITH PROFESSIONAL
AND INFORMAL CARERS

People who are ill receive diverse forms of care
from paid health and social care professionals
and from informal unpaid carers who are fre-
quently family or neighbours or belong to some
voluntary structure. In the 97 papers reviewed,
three described studies of informal carers and
five of health professionals.

Informal Carers

While it would appear to be important to
investigate the effects of informal caring on
health outcomes for the patient, to date the
main focus has been on the effects of caring on
the carers. For example, Nijboer, Tempelaar,
Triemstra, Sanderman and van den Bos
(2001*) examined the effects of caring on care-
givers’ health, Fang, Manne and Pape (2001*)
the mental health of spouses of cancer
patients, and Hallarakar, Arefjord, Havik and
Maeland (2001*) the mental health and use of
health services of wives of MI patients. There is
ample evidence that the emotional conse-
quences for people close to the patient may be
as great as for the patient, for example follow-
ing MI. When they are also caregivers it may be
appropriate to measure caregiver burden, a
combination of the emotional and behavioural
burdens of caregivers (Orbell, 1996). Stress is

observed in caregivers not only in self-report
measures but also in evidence of impaired
immune function (e.g., Kennedy, Kiecolt-
Glaser & Glaser, 1988) with resulting vulnera-
bility to disease.

Health Professionals

A major source of variation in healthcare out-
comes is due to the health professionals or
providers as well as to the patients (Marteau &
Johnston, 1991). As health services move
toward implementation of evidence based care,
the assessment, explanation and modification
of their behaviour is likely to be an increasing
focus of investigations (Grol, 1992, 1997). Two
main areas of behaviour of health professionals
have been investigated: their adherence to
evidence, guidelines or recommendations and
the amount of stress they experience.

Like patient adherence, it can be difficult to
measure what cannot be observed and self-
report may prove useful. However, some
behaviours, such as hand hygiene, are observ-
able and have been investigated. Other behav-
iours, such as drug dispensing, are likely to be
assessable from patient or ward records.

Stress in health professionals has been investi-
gated because of the recognition that working
with people who are ill may be stressful and a
concern that stressed professionals may be less
able to deliver effective healthcare (Payne &
Firth-Cozens, 1987). Perceived stress and the
emotional impact can be investigated using con-
ventional measures such as the Perceived Stress
Scale (Cohen, Kamarck & Mermelstein, 1983) or
measures of mood or emotional state. In addi-
tion measures of occupational stress have been
used, for example the Nursing Stress Index
(Cooper & Mitchell, 1990), and the Maslach
Burnout Inventory (Maslach, 1982) has been
widely used to evaluate disabling levels of stress
(e.g., Leiter, Frizzell, Harvie & Churchill, 2001*;
Peiro, Gonzalez-Roma, Tordera & Manas, 2001*).

The effects of stress on performance of tasks
has been assessed using self-reports of errors
or by using cognitive tasks such as reaction
time tasks as a proxy for the real task. The
prevalence of major errors, for example in
drug prescribing, can be investigated from
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healthcare or medico-legal records (Vincent,
Ennis & Audley, 1993).

Providers’ healthcare cognitions

Like patients’ cognitions, healthcare providers’
cognitions have also been investigated using
the constructs of social cognition models. For
example, their self-efficacy for providing
dietary instructions was examined in the con-
text of reducing serum cholesterol (Schucker
et al., 1987), and Walker et al., (2001*) investi-
gated prescribing cognitions using the TPB.
Investigators have also investigated their views
of their working environment in the context of
investigations of the stressfulness of caring for
patients (Burke & Greenglass, 2001*; Parkes,
1982). Measures of clinicians’ attitudes to dif-
ferent patient groups have also been devel-
oped; for example, St Lawrence, Kelly, Owen,
Hogan and Wilson’s (1990) measure of atti-
tudes to AIDS gives an index of favourableness
of attitudes and one of willingness to inter-
act with people with HIV/AIDS in a clinical
situation.

CHALLENGES IN MEASUREMENT,
SCALING AND SCORING

There are a number of important general
issues in measurement, scaling and scoring
that arise with many of the measures used in
health psychology but are perhaps most acute
and best recognized in the area of question-
naire design and use. Since questionnaires are
the most common form of measurement in
health psychology, it is worth considering these
issues in more detail.

What Is Measurement?

Michell (1997) has challenged the approach to
measurement taken in much of psychology
including health psychology. He suggests that
(1) it does not meet the standards of measure-
ment required in other sciences and (2) it is not
adequate for the statistical methods commonly
applied, with the result that apparently clear
findings may be due to misleading methods.

The definition of measurement that is most
widespread in current psychology textbooks is
that of Stevens (see Michell, 1997). According
to Stevens, the ‘concept measurement is
becoming enlarged to include as measurement
the assignment of numerals to objects or
events according to rule – any rule’ (1959: 19).
According to this definition, as long as
numbers are assigned to observations in a
systematic way, measurement is occurring.
Consequently, if a set of response options are
assigned numbers according to a systematic
rule (e.g., ‘strongly disagree’ = 1, ‘disagree’ = 2
etc.), psychological measurement is achieved.
Nunnally (1978) has argued that these proce-
dures, although not measurement in the sense
used in other disciplines, are satisfactory, as
they yield ‘measurements’ that correlate in a
meaningful way with other variables, for
example measures of ‘anxiety’ correlate with a
variety of other psychological, behavioural and
physiological measures.

A different perspective on defining and estab-
lishing measurement has been taken by Michell
(1997). Michell noted that Stevens’s definition
of measurement, although widely accepted in
psychology, is different from that used in other
sciences, notably physics. Michell instead pro-
posed that measurement is ‘the estimation or
discovery of the ratio of some magnitude of a
quantitative attribute to a unit of the same
attribute’ (1997: 358). This definition differs
from that of Stevens, in that according to
Michell, measurement involves the discovery of
properties of the observations, namely that
they possess quantitative structure that has a
demonstrated relationship to the construct
being measured. Quantitative structure has
been defined in full in the form of logical
axioms (Krantz, Luce, Suppes & Tversky,
1971). Using these axioms, one can test
whether a measure achieves quantitative struc-
ture and ‘the hypothesis that any attribute (be
it physical or psychological) is quantitative is a
contingent, empirical hypothesis that may, in
principle, be false’ (Michell, 1997: 359).

A simple empirical test of quantitative
structure is whether a sample of participants
responds in a way that is consistent with them
agreeing on the order of a set of psychological
stimuli. Thus, if one was testing whether a set
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of attitude statements possesses quantitative
structure, all or nearly all of a set of respon-
dents should see these statements as falling on
a single continuum (e.g., from ‘pro’ to ‘anti’),
regardless of whether each respondent agrees
with any particular statement or not. This is
probably true of many of the questionnaire
measures in use in health psychology.

A more rigorous test of quantitative struc-
ture is that a sample of respondents respond
in a way that is consistent with them agreeing
on the size of the intervals between each of a set
of psychological stimuli, for example as in
Thurstone scaling. Conjoint measurement
analysis provides a method of testing whether
a group of participants respond in a way con-
sistent with them agreeing on the size of the
intervals between stimuli (see Luce & Tukey,
1964; Michell, 1990). A good description of
the application of conjoint measurement
analysis to attitude measurement is given by
Michell (1994).

It is entirely possible that the tests of quanti-
tative structure will not be supported, and
according to this view of measurement, it is then
not appropriate to try to scale this variable:
attaching numbers to response options does not
result in meaningful measurements, and para-
metric statistical analyses are not warranted.

Very few measures of psychological phenom-
ena have been tested to see if they meet the cri-
teria required. There are undoubtedly several
good reasons for this (well discussed by Kline,
1998). At least one of these is the positivist
approach of many researchers (see French et al.,
2004, Chapter 12 in this volume), who are inter-
ested in usable measurement instruments, with-
out being concerned about the nature of the
measurements obtained. Whatever the reasons,
the overwhelming majority of measures cur-
rently in use in health psychology are, at least
implicitly, still based on Stevens’s definition.

Scaling Responses to an Item

Stevens described four types of scaling: (1) cat-
egorical, e.g., gender; (2) ordinal, e.g., social
class; (3) interval, e.g., Thurstone scaling of
functional limitations as in the scaling of items
of the SIP (Pollard & Johnston, 2001); and
(4) ratio, that is where there is a true zero,

e.g., number of cigarettes smoked. With ratio
scaling it is possible to say that someone who
smokes 40 cigarettes smokes twice as many as
someone smoking 20 cigarettes. By contrast,
on an interval scale such as in the SIP items, an
individual scoring 80 on ambulation could not
be said to be twice as disabled as someone else
scoring 40, although one might be able to
assert that the difference between 40 and 80
was equivalent to the difference between 80
and 120. On the other hand, on a measure of
anxiety such as the STAI, where interval scaling
has not been established, one could not say
that someone scoring 40 was twice as anxious
as someone scoring 20, or that the difference
between 20 and 25 was equivalent to the dif-
ference between 30 and 35.

Clearly work needs to be done on many
health psychology measures before they can be
said to meet the requirements of ratio scaling.

Aggregating Items to Form a Score

Many of the questionnaires in use in health
psychology are based on summation of item
scores. Each measure is made up of a number
of constituent items, each of which requires a
response. Each response option is assigned a
numerical value giving a score for each indi-
vidual item, and these scores are then summed
to yield an overall score. The statistical founda-
tion of summative scales is classical psychome-
tric test theory ( for an introduction, see Kline,
2000). According to classical psychometrics,
the key features of ‘good’ measurement instru-
ments are reliability and validity, concepts
familiar to the psychology undergraduate (see
Johnston et al., 1995). To be valid in terms of
correlating with other scales, it should be suffi-
cient for a scale to have ordinal properties: a
scale allows respondents to be sorted into more
or less the correct order in terms of a specific
construct. There is good evidence that the
summated rating scale procedure produces
measures with these properties (Dawes, 1979).

There are, however, limits to the statistical
and mathematical analyses that can be per-
formed with this kind of measure. In parti-
cular, a major problem for health psychology
is that there are good grounds for doubting
that any summated rating scales are valid
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for indicating the presence or absence of
interactions. Since the test of interactions is
critical in testing many social cognition models,
such as the TPB, this constitutes a significant
problem.

For a rating scale to be valid for testing
interactions as a dependent variable, it requires
genuine interval properties (Levine, 1970). As
the procedure for developing summated rating
scales usually involves the assumption of equal
intervals, there is no reason to believe that the
scales produced will have these properties. In
addition, there is empirical evidence that sum-
mated rating scales may either be insensitive to
the presence of interactions, or indicate the
presence of artefactual interactions (see
French, Gayton, Burton, Thorogood &
Marteau, 2002). Equally, when looking for the
presence of interactions with summated rating
scales as independent variables, problems of
interpretation of interactions can arise due to
these scales only possessing ordinal properties
(see Evans, 1991; French & Hankins, 2003).

In other cases, summation has simply been
applied wrongly. For example, each section of
the SIP consists of Thurstone scaled items, that is
endorsing the item indicates a degree of severity
and the items have validated interval scores.
Logically, to be consistent with the theoretical
basis of the item development, the respondent
should simply choose the item that best
describes them, but instead the authors have
required responses to all items and summed the
results. In addition to being theoretically incor-
rect, the summative scoring leads to empirical
anomalies, for example, a wheelchair-bound
person with paraplegia scoring fewer limitations
of function than someone with arthritic prob-
lems who endorses more of the items (Pollard &
Johnston, 2001). These difficulties can be over-
come using a scoring system that recognizes the
inherently hierarchical nature of the items, for
example that the person with paraplegia will
endorse a much higher item than the highest
endorsed by the person with arthritis.

Two alternative approaches to psychomet-
rics and summative ratings are also in use in
health psychology. In common with the sum-
mated rating scale approach, these measure-
ment strategies involve an attempt to scale
people in terms of where they are placed in

relation to a unidimensional construct. First,
many clinical measures in use are based on
‘clinimetrics’ (Fayers & Hand, 2002), which in
contrast with psychometrics does not require
internal reliability of measures as might be
assessed by Cronbach’s alpha. In clinimetric
scoring, diverse items are aggregated using
arbitrary weightings or weightings based on
predictive regression equations. Many mea-
sures of the severity of conditions use such
methods: for example, the Apgar score of foetal
distress, the Killip assessment of MI severity,
and the APACHE scoring of severity of the
patient’s condition in intensive care. In each
case, the measure has demonstrated validity,
usually the capacity to predict survival. Fayers
and Hand (2002) argue that such measures
offer better sampling of the range of the
construct and that internal consistency is
unnecessary. However, the measures do not
approximate to ratio scaling, even if some of
the component items may do so.

The other alternative is item response
theory and associated Rasch scaling to achieve
psychological measurement with genuine
interval properties ( for an excellent introduc-
tion see Bond & Fox, 2001). This theory recog-
nizes that items may have a hierarchical
structure rather than being interchangeable,
thus overcoming some of the problems identi-
fied with the SIP above. Rasch measurement
involves the complementary attempt to cali-
brate the items in terms of the level of the con-
struct at which they are most sensitive. For
example, Rasch measurement applied to dis-
ability testing would not only scale respon-
dents in terms of their activity limitations, but
also calibrate the items in terms of how diffi-
cult these activities are to perform. Using these
analyses, Jenkinson, Fitzpatrick, Garratt, Peto
and Stewart-Brown (2001) found that, on the
SF–36, performing ‘vigorous activities’ is a
more difficult item than ‘walking more than a
mile’ which in turn is more difficult than
‘walking 100 yards’. Further health psychology
examples of the application of item response
theory are several measures of headache
impact described by Ware, Bjorner and
Kosinski (2000).

It has been argued that this calibration of
items allows interval measurement, which
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results in measures that possess quantitative
structure, in the conjoint measurement analysis
sense (e.g., Karabatsos, 1998; Perline, Wright &
Wainer, 1979; Wright, 1985). The claim that
Rasch measurement produces interval mea-
surement seems reasonable, notwithstanding
some criticisms of Rasch measurement gener-
ally (e.g., Kline, 2000). This allows Rasch mea-
sures to be less subject to the problems facing
summative rating scales when investigating
interactions. However, the tests for quantitative
structure in Rasch measurement are less strin-
gent than with conjoint measurement analysis.
Thus, the use of procedures such as Rasch mea-
surement may be necessary but not sufficient to
achieve genuinely quantitative measurement
(see Kline, 1998).
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NOTES

1 The word ‘illness’ is used to refer to the
subjective experience associated with disease
processes as we believe it has universal meaning.

In American English, the work ‘sickness’ would
be synonymous, but in other parts of the world
this term is confined to illness associated with
nausea.
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INTRODUCTION

As a field evolves, professional issues surface.
This chapter focuses on such issues in the
growth and formalization of health psychology
as a science and a profession. The order of pre-
sentation is not chronological, as in reality,
development in each of these areas has been
interrelated. The areas addressed include: orga-
nizational structures; recognition, standard set-
ting and regulation; interdisciplinary issues;
distinctive ethical issues; and related trends.

ORGANIZATIONAL STRUCTURES

Hallmark events in the evolution of any spe-
cialty or profession are (1) the emergence of
scientific and professional societies devoted to
further study and practice in the area, and
(2) the publication of new scientific and pro-
fessional journals specific to the area. As new
knowledge develops, members of the disci-
pline gather around mutual interests, develop
mechanisms for dissemination of information,
and begin teaching this knowledge and its
application to new trainees in the discipline. So
it has been with health psychology. Although

its conceptual roots can be traced back to
Ancient Greece (Belar, McIntyre & Matarazzo,
2003), its formalization as a specialty within
psychology has occurred primarily in the last
25 years. Its growth has been marked by the
increased number of psychologists involved in
the search for new knowledge in health and
behavior, and the application of this knowledge
to health care services and systems.

Scientific and Professional Societies in
Health Psychology

Parallel to the development of health psychology
as a science, the first association of health psy-
chology took place in the United States. The
Division of Health Psychology, an organization
that represented both research and practice
interests, was formally installed by the American
Psychological Association (APA) in 1978. In
1984, the International Association of Applied
Psychology began a Division of Applied Health
Psychologists, and in 1986 two new societies
were founded continents apart: the European
Health Psychology Society and the New Zealand
Health Psychology Society. A decade later there
was sufficient support to establish an interna-
tional organization solely focused on health

14
Professional Issues in 
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psychology – the International Society of
Health Psychology. The Japanese Association of
Health Psychology was established in 1998, the
same year that the Israel Psychological Association
formed a Division of Medical Psychology. In
Africa, health psychology has developed mostly
in South Africa, although the interchange with
European and American psychologists through
collaborations with local nongovernmental
organizations has fostered the application of
psychology to pressing health problems, such
as the AIDS epidemic (e.g., Aboud, 2001;
Koinange, 2001).

Because of its roots in the biopsychosocial
model, health psychologists have historically
sought to collaborate with other disciplines in
the study of health and behavior. As early as
1942, psychologists, physiologists, and physicians
founded the American Psychosomatic Society,
whereas in Europe, the Society for Psychosomatic
Research (Britain) and the Swiss Society of
Psychosomatic Medicine were created in the early
1960s. In the same year that the APA Division of
Health Psychology was founded, many of the
same psychologists met to establish the inter-
disciplinary Society of Behavioral Medicine and
the Academy of Behavioral Medicine. The
International Society of Behavioral Medicine was
founded later, in 1990. Many psychologists
belong to one or more of the organizations
named above, and attend meetings and confer-
ences that promote learning and cross-fertilization
of ideas. They also often belong to various
disease-oriented or public health and health
promotion organizations that are more focused
in particular areas of knowledge or expertise. For
instance, in Germany, members of several scien-
tific societies (psychology, medicine and den-
tistry) have founded an organizational network
entitled Psychology and Dentistry (PsyDent)
which promotes both interdisciplinary and inter-
national work in this field.

Specialty Journals

The creation of specialty journals in health
psychology has accompanied and sometimes
preceded the establishment of scientific and
professional societies. These journals have been

important in establishing the field of health
psychology around the world. They disseminate
knowledge that supports an ‘evidence-based’
practice by health psychologists and thus foster
the building of the profession. Landmark jour-
nals have been Health Psychology in the United
States (since 1982) and Psychology and Health in
Europe (since 1985). Health psychologists also
subscribe to a number of scientific and profes-
sional journals devoted to health and behavior.
Table 14.1 provides a sample of journals whose
primary focus is health and behavior. In addi-
tion, health psychologists often subscribe to
journals related to special areas of study or prac-
tice, for example Pain, Fertility and Sterility,
Arthritis Care and Research, Preventive Medicine,
Developmental and Behavioral Pediatrics,
Journal of Dental Research, Headache, American
Journal of Medical Genetics, Patient Education
and Counseling, Diabetes Care, American Journal
of Public Health, AIDS Education and
Prevention, Women’s Health Issues, Circulation,
and British Heart Journal, to name only a few.

A professional issue faced by many health
psychologists is their desire to communicate
both to their psychology colleagues and to other
health disciplines (e.g., to physicians via medical

PROFESSIONAL ISSUES IN HEALTH PSYCHOLOGY 403

Table 14.1 Journals with a pri-
mary focus in health psychology
and behavioral medicine

Annals of Behavioral Medicine
British Journal of Health Psychology
Gedrag & Gezondheid: Tijdschrift voor Psychologie en

Gezondheid
Health Psychology 
International Journal of Behavioral Medicine 
Journal of Behavioral Medicine
Journal of Clinical Psychology in Medical Settings 
Journal of Health Psychology
Journal of Health and Social Behavior
Journal of Occupational Health Psychology
Journal of Psychosomatic Research
Psychology and Health
Psychology, Health and Medicine
Psychological Medicine
Psychosocial Oncology
Psychosomatic Medicine
Psychosomatics
Revista de Psicologia de la Salud 
Social Science and Medicine
Zeitschrift fur Gesundheitspsychologie
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journals, to policymakers via policy publications).
This poses dilemmas in decisions regarding the
publication of new findings. The academic
world of psychology (and often career advance-
ment) values publication in peer-reviewed
psychology journals, while acceptance of psycho-
logical science by other disciplines requires
knowledge dissemination in other discipline
mainstreams as well. Use in public policy demands
availability in yet other venues.

An especially important issue in the dissemi-
nation of knowledge for health psychologists
around the world has been the ‘language
barrier’, that is, the predominance of English as
the language of publication and international-
ization. Because of this, the knowledge that is
disseminated in well-known periodicals tends
to have an Anglo-Saxon and Western bias.
Moreover, health psychologists in less developed
countries, or countries where English is not as
commonly spoken, tend to publish internally,
without good access to this knowledge in main-
stream health psychology. Winefield (2001)
emphasizes that Asian and European cultures
have different norms and expectations about
health and behavior that challenge this
Anglocentrism in our knowledge base.

RECOGNITION, STANDARD-SETTING 
AND REGULATION

As a new specialty or profession evolves, so
does more formal recognition of its knowledge
base and the application of this knowledge to
societal problems. The knowledge base is
taught to others entering the field, and formal
education and training programs soon
develop. Standards for education and training
shortly follow, along with the credentialing of
those who apply this knowledge in practice.

Recognition of the Scientific
Knowledge Base

In science, when important areas of knowledge
are recognized, not only do journals appear as
described above, but funding agencies develop
special study sections to evaluate applications

from individual investigators and to support
the education and training of new researchers
in the areas. For example, the Division of
Research Grants at the United States National
Institutes of Health developed a behavioral
medicine study section in 1977. It is also note-
worthy that the first chief of the Behavioral
Medicine Branch of the National Heart, Lung,
and Blood Institute was a psychologist, reflecting
the recognition of the importance of psycho-
logy’s expertise in studying health and behavior
relationships.

In the United States, recognition by the fed-
eral government also results in increased
research funding which in turn increases the
knowledge base. A landmark publication in the
history of this development was in 1982 by
the Institute of Medicine (Health and behavior:
Frontiers of research in the biobehavioral
sciences, 1982). This report documented the
scientific basis for the linkage between behav-
ior and health and stimulated a broad range of
research and training activities for the next two
decades. The most recent Institute of Medicine
report (Health and behavior: The interplay of
biological, behavioral, and societal influences,
2001) not only updates this prior work but
examines the implementation of behavioral
interventions and makes recommendations for
future research, applications and financing.

Internationally, the World Health Organiza-
tion (WHO) has been a key player in recogniz-
ing the role of psychosocial influences in
health. WHO’s landmark definition of health
as ‘a state of complete physical, mental and
social well-being, and not merely the absence
of disease of infirmity’ (World Health Organiza-
tion, 1946) constituted a pivotal shift in con-
ceptualizing health and health care on the basis
of the biopsychosocial paradigm. In Europe,
the WHO Regional Office published a docu-
ment in 1984 that clarified the contribution of
psychology to the health field. Other WHO
documents continued to highlight the role of
psychology in disease prevention and health
promotion (e.g., Abelin, Brzezinski & Carstairs,
1987; WHOQOL Group, 1993; World Health
Organization, 1991).

WHO has also supported interdisciplinary
studies involving multiple countries that have
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contributed important knowledge of epidemio-
logical patterns and associated psychosocial
factors. An example is the WHO–MONICA
project (World Health Organization, 2000),
which tracked heart attack rates, risk factors,
and coronary care in pre-defined populations
in 37 countries from the mid 1980s to the mid
1990s, including Australia, Canada, China,
USA and several European countries. More
recently, through a collaboration between
members of the European Health Psychology
Society and the European Society of
Cardiology, a study that involves the adapta-
tion of instruments in 10 languages and 16
countries is being conducted on the quality of
life of patients with coronary heart disease
(Hevey, 2001). In these collaborations, the
expertise of health psychologists is recognized
in the choice of instruments and their cross-
cultural validation, and there are opportunities
for psychologists to counteract the adoption
of overly medical models of quality of life
research.

Education and Training

Although there are a variety of models of edu-
cation and training in psychology throughout
the world, there appears to be widespread
acceptance of core components in the education
and training of health psychologists. Frequently
identified components include knowledge and
skills related to: (1) biological, cognitive-affective,
social and psychological bases of health, dis-
ease and behavior, and their interrelationships;
(2) health and behavior research methods;
(3) ethical, legal and professional issues; (4) pro-
gram development and evaluation (including
primary prevention); (5) management and super-
vision; (6) health care systems and health policy;
and (7) interdisciplinary collaboration. An
important component of the latter is learning
how to collaborate in research and practice, as
well as teach other health professionals. For
those students who are training for careers in
health service provision, broad education and
training in evidence-based health psychology
assessment, intervention and consultation are
recommended in addition to generic clinical
skills (Marks et al., 1998; Stone et al., 1987).

Given the breadth of health psychology, no
one can be expert in each and every area; thus
more focused curricula can be developed for
areas such as pediatric psychology, rehabilita-
tion psychology, pain management, primary
prevention, and psychosocial oncology. For
example, a more focused curriculum for train-
ing in primary care has been published by
McDaniel, Belar, Schroeder, Hargrove and
Freeman (2002). Given that primary care is the
de facto health care system for mental and
addictive disorders, health psychologists in
these settings must have comprehensive
knowledge and skills related to a wide variety
of services.

Despite agreement on the core domains of
knowledge and skills for professional health
psychologists, the required level of training for
practice varies widely around the world. A good
example of this diversity can be found among
the countries of the European Community
(EC). In an attempt to find a minimum length
and a basic framework for qualification required
for independent practice as a ‘health psycholo-
gist’, the European Federation of Professional
Psychologists Association (EFPPA) created a task
force in 1992 that produced general training
guidelines. This work accompanies the EuroPsych
project that proposes a common framework
of 6 years for the title of ‘psychologist’, corre-
sponding to a master’s degree with an addi-
tional year of supervised practice (Lunt, 2000).
Within Europe there are three main patterns:
(1) generic preparation with later specializa-
tion (e.g., Norway); (2) early specialization
(e.g., Portugal, United Kingdom); and (3) mixed
mode (e.g., Netherlands). The most common
framework favors more generic training with
later specialization and the possibility of psy-
chologists getting ‘specialist titles’ in clinical psy-
chology, health psychology etc. The EuroPsych
project takes place within the context of changes
in higher education in Europe, following the
1999 Bologna agreement that favors more com-
monalities in curricula and more possibilities for
student and professional mobility.

Formalized doctoral programs in health
psychology are most common in the United
States and Canada. With respect to education
and training for professional practice, APA
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accreditation in health psychology is not yet
available at the doctoral level, although
the Council of Health Psychology Training
Directors has promulgated criteria for program
standards. APA accreditation is currently avail-
able for postdoctoral residencies in clinical
health psychology. In fact, health psychology is
the third most emphasized area in postdoc-
toral training in the United States (Stewart &
Stewart, 1998).

In Europe, health psychology education has
increased dramatically in the last 10 years,
although a significant number of countries still
do not have formal educational opportunities
(McIntyre, Maes, Weinman & Marks, 2001). As
noted above, the typical model is the master’s
degree involving generic training with later spe-
cialization. In general, doctoral training consists
of an independent course of study resulting in
a dissertation. In contrast to the US, the model
of training is more scientist than scientist-
practitioner or practitioner oriented, with the
nature of training focusing more on research
and coursework and less on consultation and
teaching or training.

The master’s level model of training for
psychology is prevalent throughout the world.
In health psychology there are master’s programs
in New Zealand that prepare for careers in
research and health promotion (Stewart, 2001).
Postgraduate diplomas with a focus on practice
are offered at the University of Auckland, and in
Israel at the Tel Aviv University.

Recognition and Regulation 
of Practitioners

In the United States, regulation of the practice
of psychology is at the state level. Although
there are some differences in specific regula-
tions across states, licensure for practice in psy-
chology is mostly generic and at the doctoral
level. The National Register of Health Service
Providers in Psychology is the national mecha-
nism for credentialing those with health
service education and training. As in the prac-
tice of medicine, the state does not regulate
specialty areas of practice; professionals are
ethically bound to practice within their areas

of competence. Recognition and certification
of specialties and specialists in health care are
accomplished through nongovernmental
groups such as the American Board of Medical
Specialties and the American Board of
Professional Psychology (ABPP).

In 1991 health psychology was formally
recognized by ABPP as a specialty in profes-
sional psychology and examinations for board
certification of its practitioners commenced.
By 1997, the APA, the largest membership
organization of psychologists, had formally
recognized clinical health psychology as a spe-
cialty in professional practice as well. The term
‘clinical’ had been added in order not to confuse
the public as to which psychologists had
obtained education and training in patient-
related health care services in addition to their
training in health psychology research and
consultation. The American Board of Clinical
Health Psychology, a member board of ABPP,
conducts the examination process for psy-
chologists in the United States who wish
to pursue board certification in clinical
health psychology. At present, board certifica-
tion among psychologists is not nearly as
common as board certification among medical
specialists.

Despite the recognition within the profes-
sion, it was not until 2001 that the US federal
government recognized the importance of psy-
chology as a health profession. Although all
other doctoral health professions had identi-
fied programs in the Bureau of Health
Professions that supported the education and
training of its professionals, it was not until the
Graduate Psychology Education program was
established that formal recognition of psychol-
ogy as much broader than a mental health
profession was achieved.

In Canada, regulations for practice are at the
provincial level, although mobility has been
facilitated by the development of a set of core
competencies for the profession. However,
there is no special registration in health
psychology.

In Europe, the regulation of practice in psy-
chology varies across countries. For example,
licensing and registration procedures exist in
England, Holland and Austria, but not in
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Portugal, Italy or Romania. Austria was one of
the first countries in Europe to regulate the
profession of health psychology. Since 1991
there has been a nationally regulated education
for health psychologists as well as legal protec-
tion for the title ‘health psychologist’ (Egger &
Schoberberger, 1994).

Perhaps the most demanding criteria in
terms of professional qualifications in health
psychology in Europe can be found in the
United Kingdom. For some years the British
Psychological Society (BPS) Board of Examiners
for Health Psychology has been developing
the minimum qualifications and experience
required for membership in the BPS Division
of Health psychology, which is the major route
for chartered health psychologist status. These
qualifications include a master’s degree in
health psychology, 3 years of supervised prac-
tice and the submission of a portfolio of work
that demonstrates competence in research,
consultancy and teaching/ training (Weinman,
1998).

In Finland, a Post-Graduate Specialist
Programme in Health Psychology emerged in
1994 as a conjoint effort of three universities
and the UKK Institute of Health Promotion
Research. The program gives a specialist
diploma in health psychology allowing regis-
tration as a health psychologist (Nupponen,
1995). Since 1994 all psychologists are regis-
tered under a special law, and health psycholo-
gists have to be licensed as both psychologists
and specialists.

In Greece, there is no formal specialty certifi-
cation for practice in psychology, although
various proposals for specialty regulations are
being considered (Macri, 2001). Licensing spe-
cific to health psychology is also a current pro-
fessional issue in New Zealand, where health
psychology is estimated to account for approxi-
mately half of the expansion in service, teaching
and research activities in psychology (Stewart,
2001). Both New Zealand and Australia regulate
the general practice of psychology, and have
significant activity in the science and practice
of health psychology (Oldenburg & Owen, 1991).

According to Andrade and Bueno (2001),
Brazil is the country in South America where
psychology is most regulated. It has developed

along the European model lines, with increasing
interest in health psychology becoming apparent.
Traditionally, much prevention work in Latin
America has been conducted by other health
professionals, but psychologists are becoming
increasingly involved in designing and imple-
menting behavioral interventions, such as in
the area of prevention of sexually transmitted
diseases. This is the case in Bolivia and Brazil
(Mays & Moscoso, 1995).

Indian psychology has also been dominated
by Euro-American theories and models
(Prasadarao & Matam Sudhir, 2001). Although
it exists in a culture supporting holistic health
approaches, psychologists are primarily work-
ing in the area of mental health versus broader
health arenas. There is no regulation of prac-
tice in India, or in Iran, where the focus is also
on traditional mental health issues (Ghobari &
Bolhari, 2001).

In Russia, licensure for practice is available,
but not required (Balachova, Levy, Isurina &
Wasserman, 2001). Psychology in Russia is
described as a discipline and profession that
has been ‘interrupted’ in its development by
governmental policies. A major professional
issue is the right of psychologists to provide
psychotherapy for mental health problems,
with relatively few expanding services to
medical-surgical units/ populations.

Psychology is described as in its infancy in
Thailand, with most providers at the bachelor’s
level of education and training and the profes-
sion having less status than nursing and physi-
cal therapy (Tapanya, 2001). There is no
licensure and the medical model dominates,
although psychologists have found work serv-
ing those with acquired immunodeficiency
syndrome. Tapanya warns that if health psy-
chology is not more fully developed in Thailand
soon, those services will be dominated by the
nursing profession in the future.

In Africa, the regulation of the profession is
proportionate to its development, with South
Africa being in the lead (Annandale, 1997). In
general, the slow development of psychology
as a profession in Africa, and of health psy-
chology in particular, has been related to cul-
tural factors, such as the predominance of
traditional medicines and healers in the
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communities, and the difficulty of going
outside the family or community for help
(Koinange, 2001). However, there is a rapid
change in these attitudes given the increase in
health epidemics (e.g., HIV/AIDS) and the
inefficiency of traditional avenues for solving
these problems. Doors are opening to psy-
chosocial interventions in the health domain
that are in partnership with traditional
resources and have sensitivity and respect for
local customs and values. Kenya, Namibia and
Nigeria are examples of countries where the
profession of health psychology is emerging and
the local psychological associations are trying to
regulate it (Annandale, 1997; Obot, 1996).

Along with the United States, health psy-
chology is perhaps most formally recognized
in Israel. In addition to its divisional status
within the national organization, its section
in the national journal, and its formal post-
graduate program, its practice has been regu-
lated as a separate specialty area since February
2000, when formally recognized by the Ministry
of Health (Jacoby, 2001).

INTERDISCIPLINARY COLLABORATION

As noted above, a core feature of health psy-
chology is interdisciplinary collaboration,
whether it is for activities in research, teaching,
clinical service, consultation, or administra-
tion. Technical expertise is not sufficient for
success as a psychologist. Moreover, no one dis-
cipline is sufficient for comprehensive health
care. Health psychologists work with numerous
medical specialties as well as epidemiologists,
immunologists, sociologists, health service
administrators, neuroscientists, dentists, and so
on. Although medicine is the dominant profes-
sion in health care services, many other disci-
plines are also integrally involved (e.g., nursing,
physical therapy, occupational therapy).

Auerswald (1968) has described the interdis-
ciplinary approach as a ‘putting together of
heads’ or a bringing together of disciplines to
resolve a health problem. In the context of inter-
disciplinary work, professionals can maintain
the views of their own discipline, remain bound
to their frame of reference, and attempt to

convert colleagues to their viewpoints. Seaburn,
Lorenz, Gunn, Gawinski and Mauksch (1996)
support an ecological perspective to interdiscipli-
nary collaboration. This approach invites pro-
fessionals to focus on the process of interactions
and communication among the professionals,
the patient and the family, and fosters the bridg-
ing of different conceptual frameworks.
Another term commonly used is the interpro-
fessional approach for interprofessional health
care. We present below some examples of issues
that often arise in the process of collaborating
with other disciplines.

There is a continual need for education of
other groups about psychology and the unique
contribution psychology can make in health
research and practice. Experience informs us
that we should never take others’ understand-
ing of our discipline and profession for granted.
Teaching is a core activity for all health psychol-
ogists, even in nonacademic settings.

Psychologists have been actively involved
in the formal education of other professionals.
For example, in 1990, over half of behavioral
science family medicine educators were psy-
chologists (Mauksch & Heldring, 1995). In
practice, health psychologists often need to
teach physicians how to prepare the patient for
psychological consultation. Mind–body dual-
ism is prevalent in both patients and health
care providers, the result of which can be a
hostile patient who feels pressured to prove
that physical problems are not due to psycho-
logical ones. Use of written materials for the
physician and for the patient (e.g., explanatory
brochures) can facilitate the process. Table 14.2
provides a sample of phrases found useful for
referring physicians. Seeing patients side-by-
side with physicians and the provision of
on-site services are also common and highly
recommended. Training health professionals
in communication skills with patients and
their families, colleagues and superiors is criti-
cal to appropriate management of the consul-
tation and to effective referral, with proven
benefits to patient satisfaction and adherence
(Kaptein, Appels & Orth-Gómer, 2000;
Weinman, 2001).

Health psychologists must also have some
understanding of the competencies, thinking
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styles, roles, functions, and sociopolitical issues
for the other disciplines with which they work.
A notable difference between psychologists and
physicians has to do with basic training.
Physicians are trained in the application of
knowledge; they learn to gather facts in a
problem-oriented fashion. Psychologists are
trained in science as a method to acquire
knowledge; they have a more process-oriented
approach to dealing with problems. As noted
by McDaniel (1995), because of emphases in
content, physicians risk ‘somatic fixation’ while
psychologists risk ‘psychosocial fixation’.
Another difference in paradigm has been noted
by Seaburn and colleagues (1996) and pertains
to a theory of change. Physicians tend to take
greater responsibility for change, assuming
what has been labeled a health care provider-
centered approach (Grol, de Maesener,
Whitfield & Mokkink, 1990), characterized by
limited patient responsibility and involvement
in the consultation and the treatment. Based on
the biopsychosocial model, health psycholo-
gists see the role of the patient as an agent of
change and an active participant in informa-
tion gathering and decision-making. Such dif-
ferences can lead either group to believe that
the other is ‘off target’ and undermine the
relationship-building that is critical to the collab-
orative relationship. Knowing the collaborator’s
frame of reference and respecting different
viewpoints without taking them personally
is conducive to effective collaboration even if
professionals come from differing paradigms.

Effective communication is a key ingredient
in collaboration. Every discipline has its jargon,
and cultural differences in content and style of
communication may create barriers to collab-
oration. The style of communication in
medical settings is more concrete and instru-
mental, whereas psychologists tend to value
conceptualization of problems and explana-
tions. These differences are reflected in both
verbal and written communications between
providers. Interdisciplinary work requires
communications devoid of ‘psychobabble’, a
frequent complaint about psychological reports.
Even more troublesome is physicians’ per-
ceived lack of communication from psycholo-
gists during and after consultations. This has
been empirically documented (Meyer, Fink &
Carey, 1988) as well as experienced in our pro-
fessional life. Psychologists need to communi-
cate promptly, succinctly and with information
that is relevant to the problem at hand as well
as the consultant’s future behavior. After the
initial consultation, information about initial
assessment and treatment plan should be com-
municated to the referring provider. Unnecessary
personal information or clinical observa-
tions/hypotheses do not need to be detailed in
reports back to referring physicians. The
means of communication is becoming more
diversified, from face-to-face to electronic
communication, with the latter increasingly
replacing the ‘old’ paper charts despite ethical
concerns about issues of confidentiality. A
clarification of mutual expectations regarding
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Table 14.2 Phrasing the referral

Patients may be resistant to the idea of referral to a psychologist. They may respond by thinking (or saying), ‘You think X
is all in my head’, or ‘I’m being dumped.’ The following approaches are often more palatable to patients:

A referral for pain or stress management, with the acknowledgement that given the particular condition, pain and stress
are often associated and worthy of attention.

A referral for preparation for surgery, acknowledging the importance of psychological preparedness and coping.

A referral for symptom management, so that the use of medicines can be reduced to a minimum.

A referral because of interest in the whole patient, with the recognition that all illnesses have psychological components
and that other disciplines have skills to offer that have been helpful in similar cases.

A referral with recognition of the stressors that a medical condition has caused the patient, and his or her family.

Source: adapted from p. 105 in Belar, C. D., & Deardorff, W. (1995). Clinical health psychology in medical settings:
A practitioner’s guidebook. Washington, DC: American Psychological Association.
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means and frequency of communication will
prevent misunderstandings and foster more
effective collaboration. In general, both formal
and informal rules and regulations of health
care systems must be understood. Formal
requirements for communications can differ
(e.g., in some hospitals only black ink is
acceptable) as do customs in care (e.g., referral
practices).

Mutual respect and professionalism are also
key ingredients in building collaborative rela-
tionships. Clinical health psychologists have
expertise in interpersonal relationships that
can be applied to differentiate between per-
sonal and professional issues and to manage
conflict effectively. In working with other disci-
plines, the ability to deal with the occasional
disrespect from other professionals is necessary.
Moreover, psychologists rarely have the most
power in health care settings, and can some-
times feel (or be treated) as ‘second-class
citizens’. These power differentials need to be
skillfully addressed in maintaining a balance
between preserving the psychologist’s profes-
sional identity, and avoiding territoriality and
maintaining hierarchical flexibility. It is impor-
tant not to be overly defensive; with experience
it becomes obvious that conflicts occur among
specialties within medicine as well. In fact, psy-
chologists often have more prestige with some
physicians than another medical specialty.

From their perspective in South Africa,
Miller and Swartz (1990) articulate ways in
which psychologists might respond when dis-
advantaged by a hierarchical health care
system. Psychologists might: (1) collude in the
devaluation of their own expertise; (2) accept
medical authority without question; (3) attempt
to acquire power using therapeutic skills; and
(4) reproduce the power hierarchy by devalu-
ing lower status professionals. These authors
call for explicit acknowledgement and con-
frontation of power differentials in inter-
professional work. We have found that staying
focused on the task (patient or problem at
hand), consistent assertiveness, confrontation
as necessary, empathy, a high frustration toler-
ance, accessibility, and a wealth of good humor
are all necessary in interdisciplinary collabor-
ation. In addition, nothing can substitute for

self-direction and the ability to analyze objectively
and critically one’s interpersonal relationships in
the context of work.

It is important to understand the impact on
colleagues of stressors associated with different
work settings, whether it is a research university
where only grant funding is valued, or a burns
unit where close, sustained teamwork in the face
of often devastating wounds is critical. The fact
that health professions are high risk in terms of
job stress has been confirmed by stress audits
worldwide (e.g., Firth-Cozens & Payne, 1999;
McIntyre, McIntyre, Araújo-Soares, Figueiredo
& Johnston, 2000). Psychologists with expertise
in group dynamics and team functioning are
often called upon to provide services to health
care workers related to communications, job
stress and burnout (Michie, 2001). Stress man-
agement interventions have demonstrated posi-
tive outcomes in terms of increases in job
satisfaction, and reductions in perceived stress,
anxiety and other psychological symptoms, as
well as improvement in work performance
(Michie, Ridout & Johnston, 1996; Reynolds,
Taylor & Shapiro, 1993; Tsai & Crockett, 1993).
More social, organizational and political
approaches to address the wellbeing of health
professionals opens an even more vast oppor-
tunity for interdisciplinary collaboration.

With an increased emphasis on evidence-
based health care there are more needs for
research to support clinical and managerial
decision-making. Health psychologists can
offer expertise in research methodology and
design, and their collaboration in biomedical
research teams helps to bring the psychosocial
component into the research agenda of other
scientists (MacLeod & McCullough, 1994).
However, health psychologists who collaborate
in interdisciplinary research teams also need to
be aware of power differentials and other dif-
ferences in professional conduct which may
affect decisions regarding the use of data, dis-
tribution of resources, and diffusion of results.
A frequent area of professional conflict is
authorship. Ethics in psychology requires
authorship in proportion to professional con-
tribution. This is not necessarily the same in
other disciplines (e.g., a department chair
might be listed on all publications emanating
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from the faculty). Some physicians have been
listed as principal investigators on proposals
that have been entirely written by psycholo-
gists. Psychologists need to promulgate change
in such practices; sometimes revisions in hospital
by-laws are needed to permit psychologists to
be principal investigators.

There are numerous models for collabora-
tion with other professionals. Psychologists use
consultation from other disciplines in the
course of research or patient care, and they
provide consultation to other investigators and
service providers. In addition, they participate
as members of interdisciplinary research teams
and clinical teams (e.g., organ transplant
teams, pain clinic teams). Michie (2001: 155)
outlines the following areas of contributions
health psychologists make in consulting rela-
tionships: (1) understanding the contextual
nature of health problems; (2) the systematic
analysis of problems and potential solutions;
(3) the understanding of change processes that
enable recommendations about the best ways
of achieving the task or goal identified by the
consultee; and (4) research skills that enable
the evaluation of services, interventions and
changes. Michie notes that clinical health psy-
chologists conduct a lot of informal consul-
tancy work but that they need to promote this
role by formally contracting for consultations,
and carefully evaluating outcomes. The recent
initiative of the British Psychological Society in
collecting a portfolio of successful case studies
of consultancy work is an example of how pro-
fessional associations can enhance the role of
health psychologists as consultants.

ETHICS

Health psychologists do not have a code of
ethics that is separate from other psycholo-
gists, but they often confront different issues
because of the special settings and patient pop-
ulations encountered in research and practice.
In Africa, Asia and South America, the wide
variations in the regulation of the profession
mirror the heterogeneity of ethical codes. This
diversity is equally prevalent in Europe.

However, with the development of the
European Community and the directive that
allows psychologists qualified in one EC
country to practice in another, EFPPA has con-
sidered the possibility of developing a meta-
code of ethics for member associations (Lunt,
1993). In the United States, the ‘Ethical princi-
ples of psychologists and code of conduct’
(American Psychological Association, 2002)
articulates a framework of principles for the
development of more specific ethical stan-
dards: competence; integrity; professional and
scientific responsibility; respect for people’s
rights and dignity; and concern for others’
welfare. We will use these principles to orga-
nize our discussion of ethical issues in health
psychology.

Competence 

As described in Belar and Deardorff (1995), the
issues associated with the principle of compe-
tence include appropriateness of education and
training, recognition of boundaries of compe-
tence, and maintenance of current knowledge.
Although many senior health psychologists had
no formal education or training in the area,
there is now an abundance of knowledge dis-
seminated through books, journals and confer-
ences. In addition, there are education and
training programs plus opportunities for
supervised practice. Although the availability of
these opportunities varies worldwide, it behooves
any researcher or practitioner to maintain up-
to-date knowledge and to seek consultation or
supervision when needed.

To facilitate ethical expansion of practice
with respect to competence, Belar et al. (2001)
proposed a self-assessment model that practi-
tioners could use to gauge readiness to provide
professional services in clinical health psychol-
ogy. A template of questions is provided to
promote the practitioner’s understanding of
his or her shortcomings in knowledge or skill,
along with recommendations for self-study.
Table 14.3 lists a series of relevant questions.

Competence also requires the ability to
work with people of different backgrounds
(e.g., age, gender, race, ethnicity, religion,
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lifestyle, disability, socioeconomic status). In
fact the focus on issues of diversity in health,
illness and health care meets an important
ethical and scientific concern of the discipline
itself, that is, the extent of generalizability
of psychological processes, constructs, and
models across diverse sociodemographic and
cultural groups.

In addition to general aspects of multi-
cultural competence, it is essential that health
psychologists understand how culture and
ethnicity affect health beliefs, including
explanatory frameworks and attitudes toward
treatment, as well as participation in research.
Landrine and Klonoff (2001) highlight the role
of culture and ethnicity in US minority health
behavior and morbidity (e.g., weight and diet-
ing among Chinese and Japanese Americans;
AIDS risk, knowledge of AIDS transmission,
and adherence to medical regimens among
Mexican Americans; and smoking, alcohol use
and hypertension in African Americans). In

our experience, patients in general health care
settings represent a wider cross-section of the
population than those found in mental health
facilities where psychologists have traditionally
worked.

Multicultural competence is as important
for the conduct of research. Although there is a
significant body of knowledge related to
ethnicity and health (Landrine & Klonoff,
2001; Roberts, Towell & Golding, 2001),
research is plagued by methodological issues,
such as the validity of concepts (e.g. ethnicity,
acculturation), subject recruitment, measure-
ment issues related to language and meaning,
and confounds related to social issues.
Moreover, there is a lack of complex models
that tease out the relative weight of social,
psychological and cultural variables in health
processes. Landrine and Klonoff address some
of these issues by proposing a tentative theo-
retical model of variables in minority health,
which includes distal predictors of health
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Table 14.3 Template for self-assessment of readiness for delivery of services to patients with
medical-surgical problems 

1 Do I have knowledge of the biological bases of health and disease as related to this problem? How is this related to
the biological bases of behavior?

2 Do I have knowledge of the cognitive-affective bases of health and disease as related to this problem? How is this
related to the cognitive-affective bases of behavior?

3 Do I have knowledge of the social bases of health and disease as related to this problem? How is this related to the
social bases of behavior?

4 Do I have knowledge of the developmental and individual bases of health and disease as related to this problem?
How is this related to developmental and individual bases of behavior?

5 Do I have knowledge of the interactions among biological, affective, cognitive, social and developmental compo-
nents (e.g., psychophysiological aspects)? Do I understand the relationships between this problem and the patient
and his/her environment (including family, health care system and sociocultural environment)?

6 Do I have knowledge and skills of the empirically supported clinical assessment methods for this problem, and how
assessment might be affected by information in areas described by questions 1 through 5?

7 Do I have knowledge of, and skill in implementing, the empirically supported interventions relevant to this problem?
Do I have knowledge of how the proposed psychological intervention might impact physiological processes and
vice versa?

8 Do I have knowledge of the roles and functions of other health care professionals relevant to this patient’s problem?
Do I have skills to communicate and collaborate with them?

9 Do I understand the sociopolitical features of the health care delivery system that can impact this problem?
10 Do I understand the health policy issues relevant to this problem?
11 Am I aware of the distinctive ethical issues related to practice with this problem? 
12 Am I aware of the distinctive legal issues related to practice with this problem? 
13 Am I aware of the special professional issues associated with practice with this problem?

Source: from p. 137 in Belar, C. D., Brown, R. A., Hersch, L. E., Hornyak, L. M., Rozensky, R. H., Sheridan, E. P.,
Brown, R. T., & Reed, G. W. (2001). Self-assessment in clinical health psychology: A model for ethical expansion of
practice. Professional Psychology: Research and Practice, 32, 135–141. Reprinted with permission of the American
Psychological Association.
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outcomes (social status), proximal predictors
(acculturation, racial discrimination and dis-
trust of whites), and mediating variables (cul-
tural health beliefs and practices, preventive
behaviors, acculturative stress, access to health
care, and exposure to carcinogens). Ethical
research in health psychology requires atten-
tion to needs for multicultural competence.

Competence as an ethical issue often sur-
faces around psychological assessment in
health psychology. Health psychologists use
multiple assessment approaches including
interview, observation, questionnaires, psy-
chometrics, psychophysiological measure-
ment, health status indices and records
research. Ethical problems are especially likely
to arise around issues of validity of the instru-
ments used for the problems or groups being
considered, the appropriateness of their use
and the dissemination of results, and the con-
ditions for administration of the measures
(McIntyre, 1996). For example, many of the
psychometric tools utilized were originally
standardized on mental health populations;
interpretations based on these norms are often
not appropriate for medical-surgical popula-
tions and could lead to inaccurate diagnoses.
Psychologists need to be aware of the appro-
priate norms and interpretations for the
instruments they utilize.

In addition, it must be recognized that psy-
chometric tools cannot in and of themselves
rule out organic disorders. A common request
for psychological assessment occurs when
physicians are questioning whether the problem
is a medical one, having not been able to deter-
mine an organic etiology or having had medical
treatments fail. Health psychologists who are
eager to prove their usefulness in such a context
may accept the physician’s formulation and pre-
maturely ‘psychologize’ the problem. From an
ethical point of view, psychologists need suffi-
cient competence in a biopsychosocial knowl-
edge base to be able to negotiate the formulation
of the problem with their consultee and refer
back to the physician for further medical
screening when appropriate.

Other ethical issues regarding competent use
of psychometric instruments in health psychol-
ogy are related to their cross-cultural adaptation

and validation in other countries. Most psycho-
logical instruments have been developed in
English-speaking countries, mainly the US.
Ad hoc translation of instruments from English
into another language (often without the con-
sent of the author or test publishers) and the use
of translated versions with unsuitable psycho-
metric properties raise ethical questions in
terms of competence, scientific and professional
responsibility. Awareness of these issues
prompted the 1976 establishment of the
International Test Commission (ITC) by Swiss
psychologist Jean Cardinet and colleagues; this
commission now includes most national psy-
chological societies from Europe and North
America (Oakland, 2001). In 1999 the ITC
approved guidelines for cross-cultural adaptation
of psychological instruments.

When working in health care settings, there
is also increased risk of inappropriate use of
test results by nonpsychologists. It is not
uncommon, especially in countries where psy-
chology is less well developed, that other
health professionals ask psychologists to do a
‘quick training’ on test development or test
interpretation so as to learn how to evaluate
psychopathology or cognitive development
during a typical 15 minute medical consulta-
tion. Psychologists need to exercise great cau-
tion in these situations.

Ethical issues also arise when consultees
communicate the results of psychological eval-
uations to patients. Psychologists need to edu-
cate their consultees as to how to communicate
results to patients, if they are not delivered by
the psychologist him/ herself. To do this, health
psychologists must learn how to translate psy-
chological language into terms that are well
understood by nonpsychologists and be con-
servative in divulging unnecessary information
both verbally, and in medical charts and psycho-
logical reports.

A final issue of competence relates to per-
sonal issues of the psychologist. Although all
psychologists are expected to recognize per-
sonal problems that may impact professional
functioning, special issues can arise in situa-
tions that challenge one’s own sense of body
integrity and mortality as well as core values.
The mastectomy patient must not be treated
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with dismay, or the colostomy patient with
disgust. The dying patient must not be addressed
fearfully. At a minimum a period of acclima-
tion is needed in practice (Belar, 1980). In
addition, clinicians can design their own pro-
grams to facilitate dealing with these issues.
‘Medical libraries are full of pictures and
videos that can provide stimuli for desensitiza-
tion purposes. Colleagues, supervisors, per-
sonal therapists, and families are important
resources in dealing with personal issues
regarding death, dying, and threats to body
integrity’ (Belar & Deardorff, 1995: 36). In
addition, burnout prevention and recognition
should be a part of basic training for all health
service providers.

Integrity

The promotion of integrity in the science,
teaching and practice of psychology is essen-
tial. In highlighting the importance of behav-
ior in health, it is important not to overstate
the knowledge base with respect to psycholog-
ical interventions and permanent changes in
health status.

Related to integrity is the imposition of
values onto the patient. In this context it is
important to remember that health, itself, is a
value. Health promotion, primary prevention
and interventions to promote adherence to
treatment regimens impose the value of health
on the patient, and may be viewed as paternal-
istic and disrespectful of patient autonomy.
Moreover, a patient’s culture may value some
presumably unhealthy behaviors. Health
behaviors must never be treated in isolation,
but rather understood in the context of the
biopsychosocial model and individual differ-
ences, with consent for services resting solely
with the patient. Roberts et al. make an espe-
cially cogent comment on the ethics of health
promotion: ‘Exhorting people to eat healthily,
drink sensibly, refrain from smoking and prac-
tice safer sex whilst ignoring the functions
which particular behaviors have in people’s
lives or the situation factors (usually social,
economic or emotional) which govern them, is
at once both a poor method of promoting

health and an arrogant one … there is a real
danger that empirical issues of how people
do behave can get turned into moral issues of
how they should behave’ (2001: 140–141). The
authors go on to point out the core ethical
dilemma of balancing individual freedoms and
larger social good.

Integrity also requires that psychologists
clarify their roles with all those with whom
they work. As stated above, health care settings
are often confusing to patients, and third-party
requests for services can lead to significant
misunderstandings regarding issues of confi-
dentiality and whose needs are being met by
the service.

Questions of integrity may be even more
complex when the health psychologist’s client is
a group or organization, such as in a consul-
tancy role. For instance, the definition of the
problem by a hospital where management is
interested in addressing occupational stress in
its employees may be at an individual level,
with the intervention requested being concep-
tualized equally at the individual level, such as
through a stress management course. However,
as Bohle states, ‘Interventions of this nature
imply that the problem of stress lies primarily
with the individual, that the responsibility for
change consequently lies primarily with work-
ers, and that organizations are only responsible
for assisting individual workers to change …
Since no attempt is made to reduce or remove
environmental stressors, interventions can best
be seen as attempts to increase workers’ toler-
ance of noxious and stressful organizational,
task and role characteristics’ (1993: 111). The
health psychologist needs to be aware of the
implications of such problem definition and
intervention strategy chosen. Questions such as
who is the client, the formal and informal agen-
das involved, the people who will be involved in
the process of consultation and how the results
will be handled, are delicate matters that
require professionalism and skillful work on
the part of the health psychologist. Preserving
professional integrity in the face of political
pressures and hidden agendas is a challenge
that health psychologists need to negotiate in a
manner that is congruent with one’s beliefs and
the ethical standards of the profession.
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Professional and Scientific Responsibility

Responsibility mandates assurance of quality
services,which requires quality assessment. Health
care systems have developed quality of care
indicators to satisfy requirements for accredita-
tion, and there are often peer review systems in
place. Of difficulty for health psychologists in
these settings is the relevance of these indica-
tors to their practice, and the availability of
a qualified reviewer in health psychology.
Psychologists often need to apply their own
outcome measures to assess their quality of care
and service. They can also establish study
groups and peer consultation models, mecha-
nisms that have been greatly facilitated by elec-
tronic communications. Michie (2001) points
out that psychologists need to promote a scien-
tific approach to service evaluation that
includes the definition of measurable objectives
and clear outcome criteria related to health
status of service recipients, staff or patient
satisfaction, financial savings or provider
adherence to practice guidelines. The evidence
gathered by this careful outcome evaluation is
in establishing health psychology as a health
profession for the twenty-first century and as
a key partner in meeting the rapid changes that
characterize health and health care.

There is little doubt that in working with
patients with medical problems, health psy-
chologists experience increased responsibility
for physical health issues. They are often the
first to hear of medical complications or fail-
ures in adherence in the treatment regimen.
They need to refer appropriately, and be aware
of signs and symptoms in order to communi-
cate directly with other health care providers.

Another threat to professional responsibility
is related to the increased segmentation of
health care. Multiple specialists can practice
with a narrow focus, and the patient can fall
through the cracks. Even within an interdisci-
plinary team, the sense of shared responsibility
for the patient can result in a diffusion of
responsibility among health professionals.
Informed consent, treatment planning and
coordination, follow-up and communication
with other professionals can suffer when so
many aspects of care occur simultaneously.

Psychologists need to be vigilant regarding
communications and follow-up.

Respect of People’s Rights and Dignity

As noted before, psychologists need to work
competently and in a nonbiased fashion with a
diverse population. Awareness of the health
beliefs and practices of an individual, a group
or a community is essential for intervening in
a way that is sensitive to the client’s values and
frame of reference. In terms of cultural sensi-
tivity, this may mean incorporating into the
definition of the health problem the language
of the recipient (e.g., nervos (nerves) for the
Brazilian rather than ‘anxiety’) and framing the
intervention in a way that is consistent with
those beliefs (e.g., acalmar os nervos (calm
the nerves) instead of ‘relaxation training’) or
that integrates traditional medicine and folk
medicine (e.g., interest in the patient’s folk
health practices, curandeiro, and acceptance of
their complementary or parallel usefulness).
Awareness in terms of gender, job status or age
requires an additional recognition of the real
discrimination that exists in access to health
care for certain disadvantaged groups. The
social inequalities in health have to be taken
into consideration when intervening with these
clients as well as with health care providers.

Confidentiality has special challenges in
health psychology related to the interdiscipli-
nary nature of practice, the multiple contexts
in which sensitive information circulates, and
the multiple roles that health psychologists
may play (clinical, consulting, educational
etc.). When communicating results in a med-
ical chart, the clinician needs to be aware that
it may be more widely circulated than a less
available psychological record. Discussions
with patients in multiple-bed hospital rooms,
case discussion in a multidisciplinary team,
and communications with the patient’s family
require the exercise of good clinical judgment;
the information reported should be directly
relevant to the referral question, treatment or
problem at hand. Practitioners should strive
to protect confidentiality while informing
consumers of associated limits.
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Ethical issues also surface regarding patients’
rights to information about their health
problem and treatment and their understanding
of communications with other health care
providers. Communications at a level that
cannot be understood violate those rights, and
preferences of family members and other
health professionals as well as cultural differ-
ences can present knotty clinical problems in
patients asserting these rights.

Concern for Others’ Welfare

Concern for others’ welfare can conflict with
values of confidentiality. For example, confi-
dentiality regarding a patient’s HIV infection
can conflict with the welfare of an unsuspect-
ing sexual partner. Psychologists working with
infectious diseases need to know the level of
risk associated with various behaviors. They
also need to understand relevant legal standards,
consult with colleagues, and document the
decision-making process in either maintaining
or breaking confidentiality.

Psychologists are also expected to safeguard
a consumer of psychological services from
exploitation. This requires informed consent
and avoidance of conflicts of interest. In addition
to informed consent for psychological services,
health psychologists also deal with issues of
informed consent for services that are provided
by other caregivers. They may be requested to
assess patient capacity to make rational decisions
without coercion. Most often they are involved
in assessing patient understanding of informa-
tion related to an anticipated treatment (e.g.,
lung transplantation and subsequent needs for
lifelong immunosuppressive medication). They
may also work with patients to encourage behav-
iors (e.g., questioning) that enhance informed
consent, or help patients deal with feelings of
uncertainty that can arise subsequent to
informed consent procedures themselves. Once
again, understanding of cultural and individual
differences is essential to this undertaking.

Conflicting interests can occur in the deliv-
ery of health care. For example, a patient may
desire to enter a pain rehabilitation program,
but the psychologist is hired by the program

to screen out inappropriate candidates.
Sometimes third parties with other priorities
request consultations (e.g., staff want the psy-
chologist to ‘talk a patient into treatment’ or
‘get rid’ of the patient by identifying psy-
chopathology; a physician desires to make use
of a volunteered kidney; family members want
to ensure patient compliance to a medical reg-
imen). Nothing can substitute for clarifying
roles and identifying potential conflicts of
interest in the informed consent process.
Documentation of these issues is also essential.

In research, patients in a psychological study
may not understand its relationship to their
medical treatment. Special care needs to be
taken not to use the physician–patient relation-
ship to coerce patients into participation. It is
often necessary to reassure potential partici-
pants that ongoing medical treatment will not
be jeopardized by their refusal to participate.

TRENDS AND NEW DIRECTIONS

The development of a profession stands on the
accumulation of a distinct body of knowledge,
organizational structures that support profes-
sional development, and the existence of a
market base. Despite some skepticism (e.g.,
Salmon, 1994), it is undeniable that health psy-
chology has established scientific evidence for
the role of psychological factors in health, ill-
ness and health care, and for the application
of this knowledge to improve health status,
improve quality of health care, and reduce
medical costs. Psychological interventions in
the domains of chronic and terminal illnesses,
adherence to medical regimens, preparation for
medical procedures, psychophysiological disor-
ders, lifestyle change and stress management
programs, and prevention programs at school,
the workplace and through local communities
are some of the classical avenues for the profes-
sion of health psychologist. However, with the
passage of time, the occurrence of events and
the development of knowledge, new areas
emerge for both scientific inquiry and profes-
sional practice; other areas become more soci-
etally relevant and receive increased focus. As
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the profession changes, new professional issues
surface or become more salient. New challenges
become new opportunities. Concerns are often
never settled, but they must be addressed. Some
of the trends that we believe will impact future
professional issues in health psychology are as
follows:

1 expansion in the area of consultancy, espe-
cially to groups, organizations and govern-
ments regarding health and behavior,
behavior change, and related research
methodologies

2 increased emphasis on teaching and train-
ing of other health professionals in com-
munication skills, team functioning,
patient-centered care, and behavioral/
lifestyle interventions

3 expansion in practice with changes in
education and training, e.g., medication
prescription

4 further subspecialization in practice, with
increased tensions related to depth versus
breadth in training

5 increased use of human factors engineer-
ing in health care system design

6 increased demand for psychological
knowledge and expertise in addressing the
clinical, ethical and social problems related
to new developments and technologies in
medicine, such as assisted reproductive
technologies, genetics, life-support tech-
nologies, informatics 

7 increased demands for complex decision-
making by providers and patients

8 increased availability of information that
promotes consumer choice

9 increased demand for evidence-based prac-
tices throughout health care with a con-
comitant need for behavioral research, e.g.,
quality of life, as a core aspect of evidence

10 increased emphasis in practice on new
groups and problems as the population
shifts, as events transpire, and as the pro-
fession is more sensitive to issues of diver-
sity (e.g., elderly, poor, minorities, refugees,
bisexuals, unemployed)

11 increased focus on global health problems
related to war, terrorism and infectious
diseases.

The trend toward globalization presents a
special challenge to health psychology. As
Roberts and colleagues (2001) note, health psy-
chology as a science and profession has been
highly Westernized and directed towards resolv-
ing health issues in richer countries, often fail-
ing to address more global health problems.
They state: ‘the future of health psychology may
be short-lived if the individual and social realms
do not stand in closer relation’ (2001: 259). This
implies moving from an individual/family clin-
ical focus in health psychology to a more global
socioeconomic and community focus. Bridging
the gap between the Eastern and Western
worlds and assuming a global perspective is
also a matter of social responsibility for health
psychology as a discipline and a profession.
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